Reactive Versus Anticipative Decision Making in a Novel Gift-Giving Game
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Abstract
Evolutionary game theory focuses on the fitness differences between simple discrete or probabilistic strategies to explain the evolution of particular decision-making behavior within strategic situations. Although this approach has provided substantial insights into the presence of fairness or generosity in gift-giving games, it does not fully resolve the question of which cognitive mechanisms are required to produce the choices observed in experiments. One such mechanism that humans have acquired, is the capacity to anticipate. Prior work showed that forward-looking behavior, using a recurrent neural network to model the cognitive mechanism, are essential to produce the actions of human participants in behavioral experiments. In this paper, we evaluate whether this conclusion extends also to gift-giving games, more concretely, to a game that combines the dictator game with a partner selection process. The recurrent neural network model used here for dictators, allows them to reason about a best response to past actions of the receivers (reactive model) or to decide which action will lead to a more successful outcome in the future (anticipatory model). We show for both models the decision dynamics while training, as well as the average behavior. We find that the anticipatory model is the only one capable of accounting for changes in the context of the game, a behavior also observed in experiments, expanding previous conclusions to this more sophisticated game.

Introduction
Many situations related to trust and fairness are modeled through gift-giving games, of which the Ultimatum and Dictator games are two examples (Forsythe et al. 1994; Cooper and Kagel 2009; Bardsley 2008; Nowak, Page, and Sigmund 2000; Fehr and Schmidt 1999; Kirchsteiger 1994). The Dictator Game (DG) takes place between pairs of individuals, where one is assigned the role of dictator and the other receiver. At the start of the game the dictator is assigned an endowment and she is requested to give an amount other than zero to the receiver. At the start of the game the dictator is assigned the role of dictator and the other receiver. At the start of the game the dictator is assigned an endowment and she is requested to give an amount between 0 and the entire endowment to the receiver. The receiver has no choice in the matter; she just receives whatever the dictator gives. Game Theory predicts, under the assumption of rational and selfish behavior, that the dictator should keep everything for herself, which is referred to as the sub-game perfect Nash equilibrium of the game.

Experiments have logically revealed that humans are not hyper-rational or fully selfish: 60% of the participants decide to share a positive amount of money with a mean transfer of approximately 28% of the endowment (Camerer 2003; Engel 2011). The Ultimatum Game (UG) differs from the DG in that the receiver obtains the power to refuse an offer, with the consequence that they both get zero payoff. This new bargaining power results into a significant increase in the amount offered, reaching almost half the endowment on average (Oosterbeek, Sloof, and Van De Kuilen 2004). Recently, a variation on these two games was proposed, i.e., the Anticipation Game (AG) (Zisis et al. 2015), to study the impact of group formation on generosity. The AG differs from the UG in the sense that the decision by the receiver is made prior to the offer of the dictator: The receiver is first informed about the reputation of the dictator, i.e., the amounts he or she gave in previous interactions. Using this information she then has to decide whether to play the DG with that particular player. If she refuses they both get zero payoff, if she agrees the payoff is defined by the outcome of the DG. Once the game is played the reputation of the dictator is updated by including the last donation that she made. The game has an equivalent sub-game perfect equilibrium as the UG and experiments show that also in that case, dictators give an amount close to an equal split of the endowment (Zisis et al. 2015).

To explain the origin of the behavior observed in the AG experiments, a stochastic evolutionary dynamics model was used similar to the one in (Rand et al. 2013). This model easily reproduces the average donations observed in different AG experiments using simple discrete strategies, yet does not capture closely the individual behaviors used by the participants (Fowler and Christakis 2013). To overcome this problem, the model had to incorporate in the dynamics that the participants have the capacity to anticipate (Zisis et al. 2015), i.e., they take into account that the amount they give will have an effect on being accepted in future interactions. This feature was implemented by simply assuming that the success of an individual is defined by the donation made now, the likelihood of being accepted in the next round and the payoff obtained for the same donation in the next round. Although this adaptation leads to a closer fit with the experimental results, it does not explain which cognitive mechanisms are necessary or which features they should have. Ad-
ditionally, in order to transfer the insights from these experiments to autonomous agent-based systems, it is important to make these mechanisms explicit, so that we can understand how the agents need to be implemented to display anticipatory behavior.

Prior works on anticipation in AI have discussed different approaches to model individual anticipatory behavior (Pezzulo et al. 2008). Some of these approaches use recurrent neural networks (RNN) (Elman 1990; Funahashi and Nakamura 1993) to determine the action that may lead to the best future outcome in the prisoners dilemma (Lalev and Grinberg 2006). In this paper we examine whether the results in that work expand to the AG, which is more complex in the sense that more actions are possible for both the dictator and receiver. We show that while the reactive model is capable of identifying optimal actions for simple scenarios (e.g., all the receivers have the same fixed strategy), it’s performance decreases considerably when faced against more realistic situations. In contrast, the forward-looking model is able to respond to changes in the context of the game, which leads it to a more successful outcome. Furthermore, the RNN is able to effectively represent the consequences of the dictator’s actions for several time-steps.

The remainder of this paper is organized as follows. First we discuss the prior work in modeling anticipation on which the current paper is based. Then, in the Methods section, we explain the reactive and anticipatory models used. Afterwards, we present the results obtained from simulations and relate them to the experimental results obtained in (Zisis et al. 2015). Finally, we draw some conclusions about the results and explain the next steps we will take in this line of research.

## Related Work

Learning theory applied to social dilemmas focuses often on the Prisoners Dilemma (PD) and on reactive models to explain the observed behavior (Fudenberg and Levine 1998; Roth and Erev 1995; Börgers and Sarin 1997; Macy 1991; Macy and Flache 2002; Flache and Macy 2002; Masuda and Nakamura 2011; Ezaki et al. 2016). Reactive systems are those that respond or react to immediate environmental and internal needs. In consequence, they do not focus on future needs, but rather they have to wait for the conditions to occur first (Pezzulo et al. 2008). Macy and Flache, for instance, proposed a backward-looking (reactive) stochastic reinforcement learning model based on the Bush-Mosteller (BM) model, which adapts the probability of cooperation depending on the difference between an aspiration level and the received payoff. This aspiration level represents the threshold reward an agent is expecting to receive. Consequently, the perceived stimulus will be either negative or positive, if the payoff obtained at a certain instant falls below or above this threshold. The agent then reacts to these stimuli so that actions associated to positive sensed values are reinforced, in other words, the player will continue the action after gaining a relatively large payoff (which they call satisficing) and would switch otherwise. The authors identify a dynamic solution concept, and claim that it might lead adaptive agents out of the social trap of the PD and into stable mutual cooperation, a process they call stochastic collusion. However, they show that this process is highly sensitive to the dynamics of the aspiration. (Macy 1991; Macy and Flache 2002; Flache and Macy 2002).

Masuda and Nakamura argue that the BM player with a fixed aspiration level is essentially the same as the Pavlov strategy that only uses the information about the immediate past (Kraines and Kraines 1989; Nowak and Sigmund 1993). They also say that the BM model with adaptive aspiration level is not known to yield a large probability of mutual cooperation except in some limit cases. With this in mind, they analyse a slightly modified version of the model, in which the reinforcement signal has a stronger effect on the action selection. They show that for low to intermediate speeds of adaptation of the aspiration level, the modified BM player mutually cooperates with a large probability and is competitive in evolutionary dynamics, which may serve to explore the relationship between learning and evolution in social dilemmas (Masuda and Nakamura 2011). A more recent paper, applies this model to a multi-agent environment in which agents play the two-player PD against each (direct) neighbor in a square lattice. The agents behave similarly to conditional cooperators, a strategy identified in behavioral experiments, and so the authors claim that this aspiration learning model is able to give a proximate explanation to the conditional behavior of humans (Ezaki et al. 2016).

Despite the extensive use of backward-looking reactive models, some authors have argued that forward-looking or anticipatory learning models are more suitable to explain experimentally observed results. An anticipating system will be defined here as a system containing a predictive model of itself and/or its environment, which allows it to change state at an instant in accord with model’s predictions pertaining to a later instant (Rosen 1985). A nice overview of anticipatory learning is provided in (Pezzulo et al. 2008). Of direct interest for the current work is (Taiji and Ikegami 1999): Taiji and Ikegame, presented “pure reductionist Bob”, an anticipative agent that is able to generate a predictive model of the opponent, and “clever Alice”, another agent that assumes the opponent is ”true reductionist Bob”, thus, generates a predictive model of itself. Both models use a RNN (Elman 1990; Funahashi and Nakamura 1993; Bhatia and Goldman 2014). They show how the learning agent is able to select the optimal actions against players with a fixed strategy. Also, when playing among themselves, the anticipative agents reproduced complex dynamics that concluded with full defection. In (Lalev and Grinberg 2006), the authors compare the performance of an adapted version of the reactive model of Macy and Flache to an anticipatory model in the context of the two-player PD. Both models use the same RNN to generate predictions about the game. The backward-looking model uses the prediction of the payoff as the aspiration level, while the forward-looking model uses the network to predict several future outcomes and make a decision based on them. Lalev and Grinberg showed that both models produced no statistical difference to the experimental results in regards to the mean payoff. On the other hand, when comparing the mean levels of cooperation, only the anticipatory model resembled the experimental data, as
the levels of cooperation for the reactive model were higher. Moreover, when comparing the response of the models to changes introduced in the payoff matrices the reactive model gave a totally inadequate description of the experimental results, while the forward-looking model fitted them closely. A possible reason for this may be that the backward-looking mechanism only accounts for the previously received payoff and the expected payoff, thus not making use of the predictions about the change of context that the network was able to make. The authors concluded that the anticipatory model accounts better for human behavior. The RNN model of Lalev and Grinberg will be discussed in more detail in the next section as it is the foundation for the work we present here.

Finally, anticipative learning in combination with game theory was also applied to real world problems. For instance, (Slamani, El Farissi, and Acheh) show how it can be applied to study behavioral probabilities in a supply chain, where firms face the problem of predicting the market demand in order to start the production before orders are made. This is necessary, as manufacturers cannot risk for the actual demand to occur to start reacting. However, the ones that possess a better view of the market are the retailers, who may choose to withhold the information, and making an error on the prediction here can cost too much. The authors experimented with different architectures of multi-layer neural networks and were able to produce satisfactory results while forecasting demands.

Model and Methods

Modeling Receivers

To train the dictators, other agents that play the role of receiver need to be provided. Here the receivers are modelled using a fixed conditional strategy that specifies from which amount onwards she accepts a dictator. In the result section, these receivers will be used to train and test the dictators’ performance using two scenariо’s: The first scenario considers only one receiver with a specific strategy. The second scenario assumes that there is a pool of receivers with different strategies that can be encountered with a particular probability, which corresponds to more realistic situations as observed in (Zisis et al. 2015). The decision to accept or not by the receiver depends on the availability of reputation information for the proposed dictator. In the final subsection of the result section, we will also examine how the dictator behaviour changes if that information is not always available.

Modeling Dictators

Although both dictators and receivers could be modeled using forward-looking learning, we will for now only focus on the modeling of the former. Both reactive and anticipative agents were developed, using the models in (Macy and Flache 2002) and (Lalev and Grinberg 2006) as a basis. We use a RNN to generate a predictive model of the player itself and of the environment. Then, each model makes use of this network differently to make decisions. We will explain this further in the next subsections.

The RNN used has 14 inputs and 13 outputs and 100 hidden nodes. We also tested other possible sizes for the hidden layer, however this was the one that showed a best response, without exceeding the constraints of our resources. The activation functions of the hidden layer and the output layer are tan-sigmoid and log-sigmoid respectively. All inputs to the network are normalized to the interval [0, 1]. Figure 1 represents schematically this network. The actions of the dictator and the receiver are encoded as orthonormal vectors on the inputs, so that each time only one input is active for each action. In the AG, the dictator has 10 possible actions (Zisis et al. 2015), ranging from 1 to 10, thus the input vector for the dictator’s action is of size ten. Prior to the action of the dictator, the receiver has to decide to either accept or reject the interaction, so the input vector for her actions has size two. Yet note that when the action is not accepted the input vector of the dictator is an array of zeros. This is because, the game does not proceed if the receiver does not accept the interaction. In Figure 1, the first ten inputs named $A_d(t-1)$ correspond to the dictator’s action on the last game. $A_r(t-1)$ corresponds to the action of the receiver on round $t-1$ and $\pi_d(t-1)$ refers to the payoff received by the dictator on that round. Finally $w$ represents the state of the game. If $w = 0$, the receivers have to choose their actions without having any information about the dictator, which according to the experiments, increases the probability of acceptance and also reduces the amount the dictators share (Zisis et al. 2015). When $w = 1$, receivers have information about the past 3 actions of the dictator when they were accepted by a receiver.

The outputs of the network are interpreted as probabilities. The first 10 outputs correspond to the expected value of each possible action of the dictator $(p(t)^{1-10})$. The 11th output refers to the probability of acceptance of the receiver, $q_t$. The 12th output is the predicted dictator’s payoff for the round $t$, $\pi_d(t)$ The last output is again $w$, which corresponds to the output of the same name. This is intended to generate a representation of the state of the game within the network.
as in (Lalev and Grinberg 2006).

The code used to implement the models presented can be found at https://github.com/Socrats/anticipation-matlab.

Training

The network is trained after every game with a sliding window that includes the last 10 epochs. The inputs to the network are always the last game outcome (dictator action, receiver action and payoff of the dictator) and the state at the present game \( w \), and the targets are generated after the players finish the game: the target for the predicted probability of acceptance, \( q(t) \), is exactly the action of the receiver. The payoff \( (\pi_d(t)) \) corresponds to the payoff of the dictator in this game for the Anticipatory model and to the average of the payoff through the past games for the reactive model. The target probability for each action of the dictator \( (p(t)_{1-10}) \) is calculated using one of the two methods presented in the following subsections.

Reactive model

The backward-looking reinforcement learning proposed in (Macy 1991) is a variant of the Bush-Mosteller model (Bush and Mosteller 1953). The model consists of a stochastic decision rule and a learning algorithm in which the consequences of the decision create positive and negative stimuli (rewards and punishments) that update the probability \( p \) that the decision will be repeated.

Originally, this model was defined for the PD game, which comprises of only two possible actions. We have adapted this model to our specifications: Given that our game has 10 different actions, the following extension of the model needs to be used:

\[
s(t) = \frac{r(t) - Asp(t)}{\sup [\max(r) - Asp(t), \min(r) - Asp(t)]}
\]

In Equation 1, \( s(t) \) is the sensed stimulus, \( r(t) \) is the payoff obtained and \( Asp(t) \) is the aspiration level of the player at round \( t \). The aspiration level indicates the threshold for which the player satisfies, which means that the player will increase the probability of repeating the previous action. Therefore, the dynamics of this threshold are also important to understand the outcome of the game and the strategies selected by the player. Here, we use the payoff predictions of the RNN defined in the previous subsection as a representation of the player’s expectations and use it to update the aspiration level in the model, similarly to what is done in (Lalev and Grinberg 2006). The probabilities of each action are updated according to Equation 2 when the action to update is the last selected action \( (A(t-1) = i) \) and according to Equation 3 when it is not \( (A(t-1) = j, j \neq i) \).

\[
p_i(t) = \begin{cases} 
    p_i(t-1) + (1 - p_i(t-1))ls(t) & (s(t-1) \geq 0), \\
    p_i(t-1) + p_i(t-1)ls(t) & (s(t-1) < 0)
\end{cases}
\]

\[
p_i(t) = \frac{(1 - p_j(t))p_i(t-1)}{\sum_{n=1,n \neq j}^N p_n(t-1)}
\]

\( N \) is the number of actions, \( p_i(t) \) is the probability of action \( i \) at round \( t \) and \( l \) is the learning rate.

Anticipatory Model

Here we explain the anticipatory agent model, which uses the RNN to estimate the impact each action may have on the future. The decision-making process then decides what is the best strategy to take on the present, given those future outcomes.

![Figure 2: Schema of the anticipation process. Explanation is provided in the text.](image-url)
\[ Q_i(t) = u_i(1) + \sum_{k=2}^{n} u_i(k)\lambda^{k-2} \]  
\[ p_i(t) = \frac{e^{Q_i(t)\beta}}{\sum_{j=1}^{N} e^{Q_j(t)\beta}} \]

**Results**

Both reactive and anticipatory models identify the required donation when the receiver strategy is fixed

As a first step, we study the performance of dictators with reactive (see Figure 3) and anticipatory (see Figure 4) models by playing against a receiver with a fixed strategy, which is in this case accepting more than 2. As a consequence, the maximum possible average payoff that the dictator can obtain is 7. In the Figures, we show the dynamics of the probability distribution over the actions for each round during the training process. We can see that in both models the probability distribution converges to the best choice (i.e., giving 3), however the reactive model takes longer to reach that equilibrium. In Figure 3 (embedded plot) we can see that the dictator’s aspiration level is converging very slowly towards 7. It is important to notice that in both models we selected the best parameter settings, which is \( l = 1 \) for the reactive model, and \( \lambda = 0.3 \) and \( \beta = 1/0.01 = 100 \) for the anticipating model.

**Playing against different receiver types leads also to similar results**

Here, we study the behavior of the models in a more realistic scenario: the dictators play against receivers with different strategies drawn randomly (with a certain probability distribution) from a pool. Concretely, the receivers in the pool follow one of 5 possible strategies, named strategy \( S_1 \) to \( S_5 \), which differ in the minimal donation they accept from the dictator. This acceptance threshold ranges from accepting everything to accepting anything above 4, respectively. We determined the results for two cases: the receivers are drawn with uniform probability from the pool and the receivers are drawn according to the following probability distribution: 0.2 for strategy \( S_1 \), 0.5 for \( S_2 \), 0.15 for \( S_3 \), 0.1 for \( S_4 \) and 0.05 for \( S_5 \). We call this latter scenario non uniform for the sake of legibility. We used the same parameter settings for each model as in the previous subsection.

In this case, we first trained the reactive and anticipating dictators until they converged and, afterwards, they play 10 times for 30 rounds against the receivers from the pool. In Figure 5, we show the average payoff obtained over this 10 runs for the 2 scenarios we mentioned. The maximum average payoff that could be obtained for the scenario with uniform probability is 7 and for the other is 7.7. From the results, we can see that both dictators obtain an average payoff very close to 5 in both scenarios. This outcome is sensible as it is not possible for the dictators to predict the strategy of each receiver individually, even for the non uniform case. Therefore, the best is to try to maximize the acceptance, as not being accepted means receiving 0 payoff, and always donating an amount close to 5 is the only strategy that guarantees full acceptance.

**Anticipatory model identifies changes in the game context**

The experiments from (Zisis et al. 2015) show that the average acceptance increases when the receivers have partial or no information about the reputation of the dictator they are facing. Additionally, the dictators tend to share more of the endowment when they know receivers can see their
history of past actions. Now, we show the behavior of both the reactive and anticipatory models when facing a similar situation. We train the reactive and anticipating dictators in 3 different contexts: $w = 1$, when the receivers have all the information about the dictator and in this case they only accept shares above 2 units; $w = 0.5$, in the experiments this means the receivers have all the information only half of the time, we modeled this by making the receivers accept lower endowments (of above 1 unit); and $w = 0$, when the receivers have no information about the dictator, and in this case they accept any share from the her. In Figure 6 we show for each context the average amount the dictators share. We can see how the anticipatory model performs well and is able to detect the changes in context which allow her to make the optimum action almost each time. In contrast, the reactive model is not able to account for the change of context, despite using the same recurrent neural network as the anticipatory model and having the same inputs.

### Conclusions

We have compared a reactive and an anticipatory model applied to a novel gift-giving game, i.e., the AG. We used a RNN to generate a predictive model of the player, the opponent and the context of the game. The reactive dictators use this RNN in a backward-looking reinforcement learning model based on aspirations. This aspiration was updated based on the predicted payoff generated by the RNN, as proposed in (Lalav and Grinberg 2006). The anticipative dictators, used the network to generate the distribution of probabilities for the available actions through fictitious play, so that actions that lead to better future rewards would have greater probability of being chosen.

The results we obtained have shown that, in general, the anticipatory model is able to learn the best action much faster than the reactive model. In addition, the later model was not able to perform well in more complex environments, where receivers play different strategies. More importantly, the anticipative dictator was able to identify the change in game context and play accordingly. In contrast, the reactive agent converged to a suboptimal state, that is, she chose as action the minimum amount required to be accepted in the most restrictive context. Therefore, the anticipatory model can describe better the experimental results in (Zisis et al. 2015). This is relevant as it gives a proximate confirmation for the results, where the levels of dictators’ donations decrease when they know the receivers have no information about their reputation. Thus, anticipation, together with the presence of reputation, truly guides participants towards a more fair outcome.

Our results highlight the importance of anticipation for human cognition. However, the capacity to anticipate also comes with a cost. In order to plan or reason about the consequences of their actions through anticipation, individuals need to build useful model representations of the environment (Pezzulo et al. 2008). In more complex environments, individuals might be mislead by wrong predictions that can lead them into suboptimal or harmful states. Nevertheless, these drawbacks are minor in comparison to the potential advantages of anticipatory reasoning and its relation to the capacity of humans to accomplish simple and complex forms of social interaction.
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