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Plenary Lectures 
 
 
 

Mixtures of Multivariate Gaussians 
Robert Elliott  

joint work with John Van Derhoek 
University of South Australia and University of Calgary 

 
The talk will discuss the approximation of probability densities by sums of Gaussian densities. 
One of the earliest contributions to this construction was by Alspach and Sorenson [1] in 1972. 
More recent contributions discuss related ideas for Ensemble Kalman Filters. New methods 
include the use of the Kullback-Leibler Divergence as a measure between densities followed 
by applications of the EM algorithm. 
 
 
 
 

Abel-Gontcharoff Polynomials, Parking Trajectories and Ruin 
Probabilities 
Claude Lefèvre 

Université Libre de Bruxelles  
 

The central mathematical tool discussed is a non-standard family of polynomials, univariate 
and bivariate, called Abel-Goncharoff polynomials. First, we briefly summarize the main 
properties of this family of polynomials obtained in previous work. Then, we extend the 
remarkable links existing between these polynomials and the parking functions which are a 
classic object in combinatorics and computer science. Finally, we use the polynomials to 
determine the non-ruin probabilities over a finite horizon for a bivariate risk process, in discrete 
and continuous time, assuming that claim amounts are dependent via a partial Schur-constancy 
property. This is a joint work with Philippe Picard, Université de Lyon. 

 
 

 
Stochastic approximation of gamma processes in random media and 

their applications in degradation 
N. Limnios 

Sorbonne University Alliance, UTC, LMAC 
 

Gamma processes are particular cases of Lévy processes. They evolute by jumps and have 
an increasing path. This is the reasons why they are useful in degradation of materials and 
items in real applications. The aim of this presentation is to approximate gamma processes by 
a diffusion process. In fact, as the gamma process is an increasing one, the diffusion 
approximation requires an average approximation first. This averaged process will serve as an 
equilibrium to the initial gamma process. 
(In collaboration with Sergey Bocharov). 
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Analyzing Fluctuations in Sex Ratio at Birth using Time Series Models:   

A Comparative Study of 38 Countries (TextSRB2023)  
  

Peter Pflaumer  
Department of Statistics, Technical Unversity of Dortmund, Germany  

 
Forecasting trends in the Sex Ratio at Birth (SRB) is a pivotal pursuit within demographic 
research, offering insights into evolving population dynamics. This study presents a 
comprehensive investigation into the selection and evaluation of optimal forecasting models for 
SRB data. Drawing on historical SRB records from 39 countries, we meticulously assess 
various models, including Autoregressive Integrated Moving Average (ARIMA) and 
Autoregressive (AR) models. Through empirical analysis, we unveil the dominance of the AR(2) 
model in capturing intricate SRB dynamics. Our findings underscore the AR(2) model's efficacy, 
arising from its parsimonious complexity, empirical validation, theoretical alignment, and 
superior statistical performance. With projections extending to 2070 for Germany, our study not 
only provides foresight into future SRB trends but also contributes a robust methodology to the 
wider field of time series analysis. 
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Special Sessions 

Session I. 
International Comparison and Method Innovation:  

Differentials of Male and Female Fertility Rates and Their Significance 
 

Dession Organizer: Hong Mi 
Professor and Doctoral Supervisor, School of Public Affairs, Zhejiang University 
Director of Laboratory for Population Big Data and Policy Simulation, Zhejiang University 
Executive Deputy Director of Center for Non-Traditional Security & Peaceful Development Studies, 
Zhejiang University 
Dean of Institute for the Elders and the Children, Ningbo College of Engineering 
Executive Deputy Chairman for Mayinchu Learned Society 
Zijin'gang Campus, Zhejiang University,Hangzhou, Zhejiang, P. R. C., China 

 
I believe that this subject holds significant academic value in today's realm of demography, and 
we aim to use this platform to engage in an in-depth discussion with fellow scholars.  
Male fertility is largely ignored in demography and related socioeconomic studies compared 
with female fertility. Recently, male fertility studies have attracted attention due to profoundly 
improved data availability. These studies have estimated male fertility rates for almost all the 
countries of the world through different methods and data sources and analyzed the differentials 
of male and female fertility rates. However, not all estimates of male fertility rates are equally 
reliable due to varying data quality and the common problem of missing paternal age 
information. In addition, the mechanisms behind the pattern of differences in male and female 
fertility and how to deal with the discrepancies are important research questions, about which 
not much has been studied. In summary, we believe that estimating male fertility and studying 
the patterns, mechanisms and solutions of differentials of male and female fertility rates are 
important. These studies will improve our knowledge about reproductive behavior, population 
projection, and the process of population and socioeconomic development.  
This special session aims to cover various aspects, including but not limited to the following 
four themes: 
1. Data sources related to male fertility, challenges and methods in collecting male fertility data. 
2. Estimation methods for male fertility rates and strategies for handling missing data on 
paternal age. 
3. Investigations of the differences between male and female fertility rates and the underlying 
mechanisms driving these differences. 
4. The problem of the discrepancies between female and male fertility rates: Significance and 
solutions. 
I believe that this proposed special session will bring novelty and depth to the conference, 
providing a platform for discussion, exchange, and collaboration among participants. I look 
forward to the opportunity to engage with scholars from around the world in exploring this  
captivating topic at the SMTDA2024 International Conference. 

 
 
 

Session II. 
Monitoring Structured and Unstructured Data 

Session Organizers and Chairs:  
Polychronis Economou and Sotirios Bersimis 
Presenters* Title and authors: 

Visualizing Temporal Dynamics in Time Series Topics: A Convex Hull Approach 

G. Papageorgiou, E. Skamnia, S. Bersimis and P. Economou 

Sequential Text Analytics: Enhancing Understanding and Insights from Unstructured 

Text Utilizing Large Language Models 
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Using BA Tools to Measure the Environmental Performance of Ports: A Review from 

Major Ports Around the World 

A.Alexandropoulou, M.Karvounidi, A.Fousteris, E.Didaskalou and D.Georgakellos 

Reinvent Knowledge Management: Artificial Intelligence and Technological Innovation 

in the Digital Economy 

K. Agoraki, A. Fousteris, A. Alexandropoulou and D. Georgakellos 
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distribution in terms of population and voting equality, geographical contingency, social, ethnic, 
family size, and educational homogeneity. Computational results highlight the advantages of 
the proposed clustering plan in comparison to the exiting one. 
Keywords: Optimization, Heuristics, Approximate approach. 
 
 
 
 

Using BA Tools to Measure the Environmental Performance of 
Ports: A Review from Major Ports Around the World 

 
Alexandra Alexandropoulou, Maria Karvounidi, Andreas Fousteris, Eleni Didaskalou, 

and Dimitrios Georgakellos 
 Department of Business Administration, University of Piraeus, Piraeus, Greece 

 
Abstract. With the ever-increasing global maritime trade, ports have become important hubs 
of development and drivers of economic growth in local, regional, and interregional scale. 
These nodes of transport and their accompanying nexus are usually responsible for the 
prosperity of their communities both in economic and social terms. However, their 
environmental footprint is often being debated, raising concerns among local communities 
about their potential negative impact. Therefore, port authorities develop strategies to shift port 
activities towards sustainability and environmental protection. Aiming to increase their 
environmental performance, ports need to develop new insights and understanding on their 
environmental impact. This research explores how major ports around the world are using 
Business Analytics (BA) to measure their environmental performance as best practices in the 
framework of blue economy. 
Keywords: Ports, Environmental performance, Business Analytics, Environmental 
Performance Tools. 
 
Acknowledgement: This work has been partly supported by the University of Piraeus Research 
Centre. 
 
 
 
 

Linear and Nonlinear Dependencies in Statistical Tests Suites 
 

Elena Almaraz Luengo 
Department of Statistics and Operational Research, Interdisciplinary Mathematics Institute, Universidad 

Complutense de Madrid, Spain. 
 
One of the current lines of research related to statistical test batteries is their design and 
implementation. Regarding their design, it is essential that they contain hypothesis tests 
capable of detecting properties of the sequences generated by PRNGs or TRNGs such as 
independence or uniformity and that they do so in an "acceptable" computational time. 
Therefore, it is not desirable that the tests measure features from the same perspective, as this 
would increase the execution time of the battery and could also lead to conclusions about the 
generators that are not entirely correct, e.g. if a generator fails in two overlapping tests, it would 
not be failing in two desirable features, but in the same one. This is why it is necessary that the 
tests that make up a battery are not interrelated, that they do not have dependencies. In this 
paper the problem of testing linear and non-linear dependencies between hypothesis tests will 
be addressed and case studies will be presented. 
References: 
1. Elena Almaraz Luengo, B. Alaña, L.J. García Villalba and J. Hernández-Castro. Further 
Analysis of the Statistical Independence of the NIST SP 800-22 Randomness Tests. Applied 
Mathematics and Computation. Volume 459, 15 December 2023, 128222 
https://doi.org/10.1016/j.amc.2023.128222 ELSEVIER SCIENCE INC. 2023. ISN 0096-3003.  
2. Elena Almaraz Luengo, B. Alaña Olivares, Luis J. García Villalba, Julio Hernandez-Castro, 
Darren Hurley-Smith. StringENT Test Suite: ENT battery revisited for Efficient P-Value 
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Flexible Modeling of LTRC Data with Covariates 
 

N. Balakrishnan 
Distinguished University Professor, McMaster University, Hamilton, Ontario, Canada Canada 

Fellow of the Royal Society of Canada 
Fellow of the American Statistical Association 

Fellow of the Institute of Mathematical Statistics 
 

 Abstract: In this talk, I will first provide an introduction to left-truncated right-censored (LTRC) 
data containing covariates.  I will motivate the problem with some real-life datasets.  I will then 
describe a general method of inference by using piecewise linear approximation to the baseline 
hazard function and explain how this method would facilitate the development of a general 
method of inference for LTRC data with covariates.  I will then present some Monte Carlo 
simulation results to demonstrate the effectiveness and accuracy of the proposed inferential 
method.  Next, I will analyze the real-life dataset with the method and explain the obtained 
results. Finally, I will conclude the talk with some brief remarks and some possible directions 
for future research. 
 
 
 

A New Method for Monitoring Multivariate Data Streams 
 

S. Bersimis 1 and P. Economou3 
1    Department of Business Administration, University of Piraeus, Piraeus, Greece 

2      Department of Civil Engineering, University of Patras, Patras, Greece 
 
Abstract. Statistical process monitoring is of vital importance in various fields such as 
biosurveillance, data streams, etc. This work presents a non-parametric monitoring process 
aimed at detecting changes in multidimensional data streams. The non-parametric monitoring 
process is based on the use of convex hulls for constructing appropriate control charts. Results 
from applying the proposed method are presented and the competitive advantages against 
other competitors are highlighted. 
Keywords: Statistical process monitoring, data streams, convex hull. 
 
 

Asymmetric Kernel Estimation of the Regression Function 
 

Siham Bey1, Latifa Adjoudj, Zohra Guessoum, and Elias Ould Saiid 
1University of Sciences and Technology Houari Boumediene, Alger, Algérie 

 
This work focuses on nonparametric regression modeling of time series. The asymmetric kernel 
estimator we propose here is constructed to reduce the estimation error near zero for which we 
study strong uniform convergence with a rate. Simulation studies are carried out to compare 
the performance of our estimator against the symmetric kernel. 
Keywords: Asymmetric Kernel; Regression function; Relative error regression; Strong uniform 
consistency rate. 
 
 
 

Ship Engine Model Selection by Applying Machine Learning 
Classification Techniques 

 
Panagiotis Biris1, Kyriakos Skarlatos2, Grigorios Papageorgiou1, Ekaterini Skamnia1, 

Polychronis Economou1, Sotiris Bersimis2 
1      Department of Civil Engineering, University of Patras, Patras, Greece 

2    Department of Business Administration, University of Piraeus, Piraeus, Greece 
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Abstract. The maritime industry is dealing with a small but steady increase in data, often 
accompanied by incomplete data, missing and duplicate records, incomplete entries caused by 
human error or a lack of access to critical and sensitive collaborative information. Data 
constraints and limitations play a critical role in ineffective data-driven decision-making, which 
in turn causes lower productivity, higher operating costs, and a significant loss of competitive 
advantage. Important information, including the main engine model of the vessel, is either 
incompletely or not presented in a way that is sufficient to affect the vessel's capabilities, 
operating expenses, and environmental impact. The present study used a comprehensive 
approach to classifying a ship's main engine model by comparing and utilizing multiple machine 
learning classification approaches, as well as various imputation strategies to handle missing 
data and dimensionality reduction techniques. The vessel's technical and operational attributes, 
such as its size, different capacities, speeds, and consumptions, are taken into account in 
classification procedure. Three dimensionality reduction methods (Principal Component 
Analysis, Uniform Manifold Approximation and Projection, and t-Distributed Stochastic 
Neighbor Embedding) were used and combined with a variety of classifiers and the appropriate 
parameters of the dimensionality reduction techniques.  According to the classification results, 
the ExtraTreeClassifier with PCA with 4 components, the ExtraTreeClassifier with t-SNE with 
perplexity equal to 10 and 3 components, and the same classifier with UMAP with 10 neighbors 
and 3 components outperformed the rest of the combinations. This classification could offer 
essential insights for shipowners to improve the vessel's performance through optimization. 
Keywords: machine learning in shipping, dimensionality reduction, supervised learning, model 
comparison and selection, ship engine classification. 
 
 
 
 

Ekaterina Bulinskaya 
Lomonosov Moscow State University, Russia 

 
 
 
 

Finite Sample Properties of the BLUE of the 3 parameter Log-Logistic 
Distribution 

 
Frederico Caeiro1 and Ayana Mateus 

1NOVA University Lisbon, Campus de Caparica, Caparica, Portugal 
 

The Log-Logistic distribution is widely used in survival analysis, reliability engineering, and other 
fields due to its flexibility in modeling various shapes. In this work, we study the finite sample 
properties of the Best Linear Unbiased Estimator (BLUE) for the location and scale parameters 
of the three-parameter Log-Logistic distribution, providing insights into its accuracy, precision, 
and robustness. The research employs Monte Carlo simulations to evaluate the finite sample 
behavior of the estimators. Through a systematic analysis of various sample sizes and 
parameter configurations, this works aims to identify the conditions under which the BLUE 
estimator excels or encounters challenges.  
Keywords: Log-logistic distribution, BLUE, Monte Carlo simulation. 

 
 
 
 
 

Minimizing the Ruin Probability of an Insurance Company 
Sari Cahyaningtias1, Carl Gardner2, Petar Jevtic3, and Traian A Pirvu4 

1,2,3 School of Mathematical and Statistical Sciences, Arizona State University, Tempe, Arizona, US      
4Math and Stats Department, McMaster University, Hamilton, Canada 

 
We explore a portfolio problem faced by an insurance company which issues an annuity, 
collects fees/premiums for this as a lump-sum, and invests in a financial market. The company 
must choose the investment strategy (portfolio) which minimizes the probability of being unable 
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Keywords: Markov chain; Embedding problem; transition matrix; f-divergence; mobility index. 
 
 
 
 

Tree-Based Learners for Motor Insurance Fraud Detection 
 

Mark Anthony Caruana1, Lorin Grima, and David Suda 
1Department of Statistics and Operations Research, Mathematics And Physics Building, 

University of Malta, Msida, Malta 
 
In this paper we investigate motor insurance fraud detection by implementing and comparing 
tree-based methods renowned for their performance and interpretability. We focus on tree-
based ensemble methods, including random forests, gradient boosting machines, LightGBM, 
XGBoost, and CatBoost. A significant challenge in motor insurance fraud detection is 
addressing class imbalance. To tackle this issue, we consider cost-sensitive learning 
approaches and resampling techniques to optimize model performance. The comprehensive 
analysis concludes that LightGBM is the most effective method, achieving a balanced accuracy 
of 81% and successfully identifying 83% of fraudulent cases. The findings of this study provide 
valuable insights into the effectiveness of tree-based methods in detecting motor insurance 
fraud. By presenting a rigorous comparison of different techniques and addressing the class 
imbalance issue, this research contributes to the ongoing development of robust and 
interpretable solutions for combating insurance fraud. 
Keywords: Motor Insurance fraud, Random forests, Gradient boosting, Class imbalance. 
 
 
 
 

Modeling Functioning as a Determinant of Wellbeing:  
A Mediation Analysis 

 
Anastasia Charalampi1 and Catherine Michalopoulou2 

1Department of Social Policy, Panteion University of Social and Political Sciences, Athens, Greece 
 

The purpose of this paper is to explore the relation of functioning as a determinant of wellbeing 
to social trust, satisfaction with life and feelings of safety. Furthermore, it investigates the 
mediating role of feelings of safety walking alone in the local area after dark in the relationship 
between social trust, satisfaction with life and functioning. The analysis was based on the 2012 
European Social Survey datasets for France, Poland, Spain and Sweden. The models of the 
separate path analyses provided acceptable model fit for France, Spain and Sweden and 
adequate model fit for Poland. In all countries, functioning was positively predicted by feelings 
of safety and satisfaction with life demonstrating strong direct effects with the latter. Feelings of 
safety were positively affected by the two items of social trust and satisfaction with life. The 
findings showed weak mediation effects of social trust and satisfaction with life by feelings of 
safety. However, strong total effect of satisfaction with life on functioning was observed in all 
countries. The resulting low percentages of the total variation explained by the models with 
feelings of safety and functioning as the mediating and dependent variables, respectively, 
indicate that further research is necessary. 
Keywords: Path analysis, Mediation, Wellbeing, Safety, European Social Survey. 
 
 
 

 
A Novel Tensor Factorization-based Missing Data Analysis Technique 

 
Polychronis Chatzoglou, Lalit Garg1, and Justin Dauwels 

1Prof, University of Malta, Faculty of Information & Communication Technology, Msidia, Malta 
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This study proposes a novel approach to handling missing data in quality-of-life questionnaires. 
The proposed tensor-based technique imputes missing data by adding an extra dimension to 
the tensor representation of a dataset with missing values by converting all decimal numbers 
to binary. The seven different methods, including four tensor-based methods, are evaluated 
using a dataset comprising the responses of 43 patients to a rhinoconjunctivitis quality-of-life 
questionnaire. The canonical polyadic (CP) tensor decomposition-based method with decimal-
to-binary conversion outperformed all other methods and improved on other existing 
techniques. The study results also demonstrated the strength of binary conversion in the 
missing value imputation and other prediction applications. 
Keywords: Missing data analysis, Quality-of-life questionnaires, Tensor factorization, 
Canonical polyadic (CP) tensor decomposition, Decimal-to-binary conversion. 
 
 
 
 
 
 
 

Internal Migration and Urbanization: Shaping Faridabad City 
 

Mamta Chauhan1, Deepika Varshney, and Anjum Shaheen 
1NIMS University Jaipur, Rajasthan, India 

 
Faridabad city situated in the northern Indian state of Haryana, has undergone extensive 
urbanization and internal migration as a result of industrial development, its proximity to Delhi, 
and the government's investment in infrastructure. This internal migration has led to the city's 
urbanisation, with a rapid increase in population and the expansion of urban areas. 
Urbanisation in Faridabad has been accompanied by the development of residential areas, 
commercial zones, and improved transportation networks. About 98.2 % of the total urban 
population of the district is concentrated in Faridabad Municipal Corporation which is the only 
million plus city in the State. However, this rapid urbanization has led to challenges such as 
traffic congestion, insufficient housing, and environmental issues. After 1990, Faridabad 
became a manufacturing hub, significantly contributing to Haryana's state revenue. The city's 
in! clusion in the Smart Cities Mission in 2016 aims to improve its infrastructure and services, 
but it requires an inclusive approach to optimize the potential of smart management. Despite 
these challenges, the growth trajectory of Faridabad emphasizes the need for effective urban 
planning and sustainable development. 
The study presents a current scenario of internal migration and urbanisation that is ongoing in 
faridabad city. Study is based on the secondary source of data collected from the census of 
India. 
Keywords: Urbanization, Migration, Tend, Development. 
 
 
 
 
 

Crosscultural Issues in Psychological Assessment.  
A Multistrategy Approach 

 
Franca Crippa1, Giulia Gotti1, Raffaella Calati1, Mariangela Zenga2, Kainaat Danyal3 

and Naved Iqbal2 
1Department of Psychology, University of Milano-Bicocca, Milan, Italy 

2Department of Statistics and Quantitative Methods, University of Milano-Bicocca, Milan, Italy 
3Department of Psychology, Jamia Milla Islamia, Jamia Nagar, New Delhi, India 

 
The issue of culturally and ethnically unbiased psychological tests has been widely faced in the 
areas of abilities and attitudes, less so in the context of some other  areas frequently relying on 
self-report symptom measures to assess and monitor symptom change. A very convenient 
situation would consist of relying on scales for which the measurement properties are consistent 
across groups, namely for cross-cultural bias. Measurement invariance and differential item 
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EWMA Control Charts for Skewed Distributions 
  

D. Karagoz1 and Moustapha Aminou Tukur 
1University of Malta, Department of Statistics and Operations Research, Malta 

  
This paper proposes the Skewness Correction EWMA (SC-EWMA) control chart and control 
limits for skewed distributions by applying the Skewness Correction method to the Exponentially 
Weighted Moving Average (EWMA). The performances of the SC-EWMA method are 
compared with those of the Weighted Variance EWMA (WV-EWMA), Weighted Standard 
Deviation EWMA (WSD-EWMA), and the classic EWMA control limits based on the degree of 
skewness and varying smoothing parameters. The comparison is made regarding type-I errors 
using the Monte Carlo simulation technique with data generated from the lognormal, Gamma, 
and Weibull distributions. The proposed new method is expected to produce good results and, 
therefore, can be used as an alternative to the commonly used Weighted Variance method. 
 
 
 
 
 

Methods for Monitoring Non-Shows in Healthcare 
 

Antonios Karaminas 1, Polychronis Economou 2, and Sotiris Bersimis 3 
1  Department of Business Administration, University of Piraeus, Piraeus, Greece 

2      Department of Civil Engineering, University of Patras, Patras, Greece 
3    Department of Business Administration, University of Piraeus, Piraeus, Greece 

 
Abstract. A considerable proportion of individuals have been seen to schedule appointments 
at health facilities but, for a variety of reasons, fail to show up without providing notice. As a 
result, health units frequently find it difficult to fill up the time gaps that arise in their daily 
schedule, and a variety of issues spiral out of control.  Aside from all the other issues, this 
situation causes an organization's expenses to rise significantly since resources are used 
during times when they are not producing any work, and at the same time, it causes their 
revenue to fall since clients are not showing up and they are unable to fill the voids with new 
appointments. For these reasons, several prediction models of possible no-shows have been 
created using various ML techniques and methods in recent years, aiming to monitor that issue. 
Keywords: No-Shows, Machine Learning Techniques, Healthcare. 
 
 
 
 
 

Assessing the Impact of Renewable Energy Sources on Energy 
Economics: A Non-Linear Regression Analysis of Hellenic Energy 

Exchange Market Clearing Prices 
 

Emmanuel Karapidakis1, Yiannis Katsigiannis2, Konstantinos Blazakis3,  
Marios Nikologiannis1, George Matalliotakis4, Georgios Stavrakakis3,  

and Nikos Venianakis5 
1Institute of Energy, Environment and Climate Change, Hellenic Mediterranean University, Heraklion, 

Crete, Greece 
2Department of Electrical and Computer Engineering, Hellenic Mediterranean University, Heraklion, 

Crete, Greece 
3Technical University of Crete, University Campus, Chania, Crete, Greece 

4Region of Crete, Heraklion, Crete, Greece 
5Department of Physics, University of Crete, Heraklion, Crete, Greece 
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Generative AI Growing Role in Enhancing Corporate 
Sustainability Performance and Addressing Climate Change 

Risks 
 

M. Makris1, A. Fousteris2, and S. Bersimis3 
1  Department of Business Administration, University of Piraeus, Piraeus, Greece 
2      Department of Business Administration, University of Piraeus, Piraeus, Greece 

3    Department of Business Administration, University of Piraeus, Piraeus, Greece 
 
Abstract. Generative AI represents a significant advancement in artificial intelligence, 
fundamentally altering the dynamics of human-machine interaction by empowering machines 
with the capacity for autonomous creativity. This transformation in technology holds 
considerable potential for addressing pressing issues related to corporate sustainability 
performance and climate change risks in order to achieve net zero emissions by around 2050 
and fulfil the goals of the Paris Agreement. This work examines the current use of Generative 
AI to enhance climate-related processes and explores its potential applications across various 
sectors and industries, anticipating significant advancements in tackling the challenges posed 
by climate change in business world. By synthesizing existing knowledge and outlining future 
directions, this work contributes to the expanding conversation on utilizing Generative AI to 
provide a more efficient and standardized approach to assess and communicate climate-
related financial risks. Finally, this research suggests several questions and concerns for future 
research associated with generative AI. 
Keywords: Generative AI, Generative Deep Learning, LLM, Climate Change, Climate Risk, 
Sustainability Performance. 

 

 
Labour Market in Private Education Sector:  

Professional Skills and New Trends 
 

Paolo Mariani and Andrea Marletta 
Department of Economics, Quantitative Methods and Statistics, University of Milano-Bicocca, Milano, 

Italy 
  
In labour market, the evaluation of attributes and attitudes of the candidates by recruiters in the 
hiring process appears to be pivotal. Numerous contributions in statistics literature focus the 
attention on the relationship between the recruitment process and the set of required skills for 
the position. These individual competences assume a decisive role to determine the 
competitivity of the companies also revealing an important component in the wage. In this 
context, the presented study has the aim to define a dynamic link between professional figures 
and owned skills searching for new evidences in labour market. From a methodological point 
of view, this match has been achieved using a dynamic factor analysis. Using this technique, it 
is possible to create the professional trajectories of the selected figures and the presence of 
new emerging skills. In particular, the contribution involves job figures in Italian private 
education sector.  
Keywords: Labour market, Soft skills, Multi-way analysis. 
Organized Session: 
Statistical Methods for Education 
Organized by Adele H. Marshall, Mariangela Zenga 
 
 
 
 





 

44 

 
This study presents a statistical analysis for evaluating education systems. It focuses on 
analyzing data from the Programme for International Student Assessment (PISA) 2022, which 
assesses the performance of 15-year-olds in various countries. Using multilevel analysis, the 
study compares math proficiency among students across schools within countries. This 
analysis identifies patterns, trends, and obstacles that affect student learning outcomes. 
Keywords: Education, Math proficiency, PISA 2022, Covid-19. 
Organized Session: 
Statistical Methods for Education 
Organized by Adele H. Marshall, Mariangela Zenga 
 
 
 
 

Estimators for Extreme Value Index: 
Advancements in Tail Inference and Return Period Estimation 

 
Ayana Mateus1 and Frederico Caeiro1 

1Center for Mathematics and Applications (NOVA Math) and Department of Mathematics, NOVA FCT, 
Caparica, Portugal 

 
In Statistics of Extremes, the estimation of the extreme value index is an essential requirement 
for further tail inference. In this work, we deal with the estimation of a strictly positive extreme 
value index from a Pareto-type model. Under this framework, we propose a new class of 
estimators, based on the probability weighted moments. These estimators offer a robust 
method for estimating the extreme value index, providing valuable insights into the tail behavior 
and allow the estimation of other tail parameters such as return periods. return periods serve 
as a crucial metric in understanding the frequency and severity of rare events, aiding in risk 
assessment, infrastructure planning, and disaster preparedness. Understanding return periods 
enables decision-makers to mitigate the impacts of extreme events and enhance resilience 
against both natural and non-natural hazards. This research contributes to advancing our un 
derstanding of extreme value estimation and its applications in risk management and disaster 
preparedness efforts. 
Keywords: Extreme Value Index, Pareto-type model, Probability Weighted Moments. 
 
 
 
 

Semi-Markov Models for Process Mining in Smart Homes 
 

Sally McClean1 and Lingkai Yang2 
1School of Computing, Ulster University, Belfast, Northern Ireland 

2Chinese Institute of Coal Science, Beijing, China 
 

People are living longer but often alongside increased physical and mental impairment and 
disabilities. However, on the positive side, technology is becoming more powerful all the time, 
including the development of assistive technologies for older people, which offer much towards 
improving care and quality of life. Here, we focus on the completion of activities of daily living 
(ADLs) by such patients, using so-called Smart Homes and Sensor Technology to collect data, 
and provide suitable analysis to support management of these conditions. We here focus on 
modelling such ADLs as semi-Markov processes, where transitions between ADL states are 
recorded as sensor activations. This facilitates the extraction of key performance indicators 
(KPIs) in Smart Homes, such as duration of an important activity, as well as identification of 
anomalies in such transitions and durations. General knowledge and previous data suggest 
that such duration data are typically peaked and may also be a mixture of such peaks, 
representing heterogeneity in the underlying activities. We have therefore used mixed gamma 
distributions to represents durations in our semi-Markov models of the ADL-sensor network. 
This approach is illustrated and evaluated using a publicly available Smart Home dataset 
comprising an event log of sensor activations, together with an annotated record of the actual 
activities. Results suggest that the methodology is well-suited to such scenarios. 
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We consider a weather derivatives problem that leads to a Multidimen sional partial differential 
equation and we try to solve by considering a discretization method. The problem is modeled 
by a large system of equations at each time level, which brings an additional cost associated 
with the direct extensions of finite differ ence methods used for discretized one dimensional 
partial differential equations. An alternative numerical technique for the weather derivative 
pricing model, based on the splitting approach, is proposed in the paper. The two-dimensional 
problem is decomposed into a sequence of simpler one-dimensional problems. Then, the 
numer ical schemes are applied to one dimensional equations. We include the analysis of 
stability and accuracy and we produce the solution of the original problem. 
Keywords: Incomplete markets, Numerical methods, Partial differential equations, Splitting 
methods, Weather derivatives. 
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Technological advancements have led to a significant increase in the availability of data, 
transforming the way information is collected and analyzed. One interesting class of data, 
referred to as compositional data, has the characteristic of representing parts of some whole. 
These data can be found in a wide variety of research areas such as geology, biology, medicine, 
and physics to cite a few. The analysis of compositional data cannot rely directly on traditional 
statistical methods, due to the fixed-sum constraint imposed by the simplex space. In particular, 
the analysis of the dependence and correlation structure of compositional vectors, which is 
fundamental for many statistical methodologies, is highly involved. Our project aims to develop 
a new statistical methodology specifically designed for compositional data that will give insight 
into the relationships among elements of a composition. This goal will be achieved using 
probabilistic graphical models within a Bayesian framework. The core idea of these models is 
to describe complex systems as composed of a set of nodes and a set of edges connecting 
adjacent nodes. Within our compositional data framework, the elements of the composition will 
assume the role of nodes, and we will provide an appropriate definition for forms of 
independence on the simplex. In particular, we will propose a new graphical model within the 
context of Gaussian models, named clustered graphical model, that is characterized by a 
clustered structure, i.e., being formed by the disjoint union of complete sub-graphs and it is 
estimated with a Bayesian approach. The effectiveness of the proposal will be illustrated with 
some simulation studies. 
Keywords: Gaussian graphical models, Bayesian learning procedure, Neutrality, Simplex. 
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We define a new class of graphical causality models called composable random elements 
(CRE) which encompasses usual bayesian networks (BN) introduced by J. Pearl [5], dynamic 
BNs (DBN), continuous time BNs (CTBN) [4] and marked point processes. Components of a 
CRE are nodes of a directed graph with possible cycles. This makes it possible to model the 
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Longitudinal data are the empirical basis of research on various subjects in the social sciences 
and in medicine. The common statistical aim of these various application fields is the 
modelisation of the evolution of an age or time-based phenomenon.  Compared to subjective 
classification methods, finite mixture models have the advantage of providing a formal 
framework for testing the existence of distinct groups of trajectories. This method does not 
assume a priori that there is necessarily more than one group in the population. Rather, an 
adjustment index is used to determine the number of sub-optimal groups. Moreover, this 
method allows to evaluate the accuracy of the assignment of the individuals to the different sub-
groups and to consider the variation of this accuracy in subsequent analyses.The R-package 
trajeR, developed by C. Noel (2021) allows to handle the extension by J. Schiltz (2015) of the 
basic finite mixture model of Daniel Nagin (2005) and test if group membership of the individuals 
is influenced by a static set of risk variables, as well as investigate the relationship between the 
trajectories and a time-dependent covariate. We highlight these two features by applications to 
sociology. First, we use sample data of the Montreal Longitudinal and Experimental Study 
(Tremblay, 2003). The original aim was to study the development of antisocial behavior from 
kindergarten to high school with a specific focus on the role of parent-child interactions. We will 
add to the authors results by analyzing the influence on the amount of schooling completed by 
the parents of the subjects on their group membership. We show that the amount of schooling 
of the mother does not have a significant influence, whereas the amount of schooling of the 
father has a protective effect in the sense that a high level of schooling of the father pushes the 
children in groups with a lower opposition score. The, we use a sample data of the Cambridge 
Study in Delinquent Development (Farrington 2005). It is a prospective longitudinal study of 
411 London males. The aim of it is to study the development offending and antisocial behavior 
from childhood to adulthood. Here we study the influence of the number of yearly convictions 
on the trajectories of the three groups discovered by the authors.  We show that for the first 
group, this longitudinal covariate has no effect while in the two others groups this covariate 
changes the typical group trajectories. 
References: 
D.P. Farrington and D.J. West. The Cambridge Study in Delinquent Development: A Long-Term 
Follow-Up of 411 London Males. In. H.J. Kerner and G. Kaiser. Kriminalität: Persönlichkeit, 
Lebensgeschichte und Verhalten. p.115-138. Springer, Berlin, 1990. 
D.S. Nagin. Group-Based Modeling of Development, Harvard University Press, Cambridge, 
2005. 
C. Noel and J. Schiltz. trajeR - an R package for finite mixture modeling, to appear, 2024. 
J. Schiltz.  A Generalization of Nagin's Finite Mixture Model. In: M. Stemmler, A. von Eye and 
W. Wiedermann. Dependent Data in Social Sciences Research. Springer, Heidelberg, 2015. 
R. Tremblay, F. Vitaro, D.S. Nagin, L. Pagani and J. Séguin. The Montreal Longitudinal and 
Experimental Study Rediscovering the Power of Descriptions. In: T.P. Thornberry and M.D. 
Krohn. Taking Stock of Delinquency. p.205-254. Kluwer, New York, 2003.   
Keywords: Generalized Finite Mixture Models, R package. 
 
 
 
 

Functional Limit Theorems for a Time-changed Brownian Motion 
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A large deviation principle for the normalized time-changed Brownian motion is obtained using 
a weak convergence approach. This is motivated from the study of parabolic Cauchy problems 
with state-dependent intensity coefficient, for which the time-change method of Markov 
semigroups becomes relevant. Based on the duality between weak convergence theory and 
that of large deviations, we prove a large deviation principle for the superposition between the 
Brownian motion and the inverse process of the additive functional that determines the time 
change. 
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changing market dynamics. This research aims to contribute to the field of financial modeling 
by demonstrating a novel application of generative AI, specifically CGANs, to improve 
uncertainty quantification in ABMs. The proposed framework has the potential to provide more 
realistic and informative simulations of financial markets, leading to better-informed investment 
decisions and risk management strategies. Keywords: Agent-Based Modeling, Generative 
Adversarial Networks (GANs), Conditional GANs (CGANs), Generative AI, Uncertainty 
Quantification, Financial Market Simulation, Risk Management 
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Abstract. Topic modeling is an efficient technique for quickly extracting the essence of a textual 
dataset, making it easier to navigate the complexity of large amounts of text. In this work, topic 
modeling is also used to identify changes and trends within a given topic over different time 
periods, aiding in the understanding of the evolving landscape of scholarly discourse and 
knowledge dissemination. To accomplish this, a document visualization approach is initially 
employed. This visualization helps to comprehend subtopics, their relationships, and similarities 
by extracting significant geometric characteristics from the areas defined by the documents of 
each subtopic and comparing them across different periods. These geometric characteristics 
are related to the area of each convex hull defined for each subtopic, providing numerous 
insights into the development and significance of each topic over time. In this study, abstracts 
related to the domain of time series are collected from two distinct periods. Specific subtopics 
of interest are identified, enabling the investigation of potential variations across different 
temporal intervals. 

Keywords: Topic modeling, principal coordinates analysis, convex hull. 
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Forecasting trends in the Sex Ratio at Birth (SRB) is a pivotal pursuit within demographic 
research, offering insights into evolving population dynamics. This study presents a 
comprehensive investigation into the selection and evaluation of optimal forecasting models for 
SRB data. Drawing on historical SRB records from 39 countries, we meticulously assess 
various models, including Autoregressive Integrated Moving Average (ARIMA) and 
Autoregressive (AR) models. Through empirical analysis, we unveil the dominance of the AR(2) 
model in capturing intricate SRB dynamics. Our findings underscore the AR(2) model's efficacy, 
arising from its parsimonious complexity, empirical validation, theoretical alignment, and 
superior statistical performance. With projections extending to 2070 for Germany, our study not 
only provides foresight into future SRB trends but also contributes a robust methodology to the 
wider field of time series analysis. 
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Moving Average (ARIMA) or Vector Autoregression (VAR). While AutoML demonstrates its 
superiority, it's essential to note that traditional statistical approaches remain the method of 
choice in certain applications. This presentation will elucidate how to judiciously select learning 
methods based on the specific requirements of different applications, providing valuable 
insights for informed decision-making in the field of time series forecasting. 
Keywords: Auto ML, Time Series Forecasting, ARIMA, and VAR. 
Organized Session:  
Title: Harnesses Data Science Methods in Demographics Research 
Data science, as an interdisciplinary field, harnesses scientific methods, processes, algorithms, and 
systems to extract knowledge and insights from diverse data sources, including noisy, structured, and 
unstructured data. Its applications encompass a broad range of domains, featuring predictive analytics, 
data mining, machine learning, statistics, artificial intelligence, and big data. Despite the widespread 
application of data science across various fields, it has yet to gain significant traction in Demographics 
research. This Invited section aims to address this gap by inviting four internationally renowned data 
scientists with expertise in distinct application fields: clinical study, automatic intelligent modeling, and 
forensic science. 
 
 
 

Fuzzy Trend Model with Intervals of Varying Length 
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An estimation problem of trends is important in time series analysis. In this study we propose 
an extended fuzzy trend model for estimating a trend in univariate time series when a seasonal 
component is absent. In previous fuzzy trend models, it is assumed that location parameters of 
membership functions are equally spaced. This assumption can lead to a large number of 
parameters. In a new model this assumption is relaxed to reduce the number of parameters. 
An identification procedure is also provided and examined by simulation studies. Furthermore, 
the proposed method is applied to time series of anisakis infection numbers in Japan. 
Keywords: Time series analysis, Trend estimation, Fuzzy system. 
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This work studies jack mackerel fishery in Southeastern Pacific (SEP) from 1973-2022, under 
single-stock unit assumption, and the following variables: 1) total SEP catch (C); 2) catch per 
standard unit of effort (CPUE) as abundance index of industrial purse-seine fleet off central-
southern Chile; 3) standard fishing effort (E = C/CPUE); and 4) NOAA sea surface temperature 
(SST) between 32º - 42ºS and 71º - 80ºW. The approach proposes modelling and simulation 
procedures for both surplus production models and deep-learning-based models with 
environmental variability integration. The implementation of surplus models was performed 
using CLIMPROD 5.2 software, proposing several ad-hoc models; the deep learning 
approximation, considers sets of convolutional neural network architectures. Selected models 
were used for simulation of environmental and fisheries management scenarios resulting in 
different maximum sustainable yields (MSY). The surplus model considers E and SST as 
explaining variables: CPUE = ((a TSMb) + d E) (1/c-1), assuming landings containing 5-year 
age classes, recruitment at 2 years age, and environment affecting abundance, with good 
performance (R2 = 0,87 p<0.01; R2 Jackknife = 0,86; test Jackknife = good, for the 4 
parameters of the model). Two environmental scenarios are then proposed, using SST average 
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from 1999 to 2014 (cold), and from 2018 to 2021 (warmer), obtaining a MSY of 779,151 t and 
991,139 t for both scenarios respectively. Regarding the deep learning approach, using monthly 
data (1973-2021), an autoregressive multivariate convolutional neural network is implemented 
that considers 36-months lagged SST and fishing effort, obtaining good performance (R2 = 
0.84), and capture simulations that range from 504,848 t (SD = 179.556 t) to 1,165,582 t (SD = 
147,556 t), on different scenarios. The latter models consider longer autoregressive periods 
and long memory properties of time series, this approach could be used for short to long-term 
forecasts, helping with national to international fisheries sustainability-based policies. 
Keywords: Convolutional neurals network, CLIMPROD models, MSY, Jack Mackerel, 
Southeastern Pacific. 
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Relationship between Religion Variables and Social Class Perceptions 
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In the literature, social class is considered important in all aspects of life. However, its relation 
to religion has not been adequately researched. In this respect, the purpose of this study is to 
explore the mediating role of attending religious services in the relationship between religious 
values, beliefs and practices and social class perceptions as measured in the World Values 
Survey (WVS) questionnaire that classifies respondents into five class categories: upper, upper 
middle, lower middle, working and lower class. The analysis was based on the 2017-2020 7th 
wave of WVS datasets for four countries: Germany, Greece, the Russian Federation and the 
United States. In all four countries, the separate path analysis models provided adequate model 
fit. In all countries, social class perceptions were positively predicted by religious services 
attendance, except in the case of Greece where the reverse was true. However, weak total 
effect of religious services attendance on subjective social class was observed in all countries. 
The findings showed only in certain cases significant but weak mediation effects of religious 
values, beliefs and practices and subjective social class by religious services attendance. 
These results indicate that further research is necessary. 
Keywords: Path analysis, Subjective social class, Religious values, Religious beliefs, 
Religious practices, World Values Survey (WVS). 
 
 
 
 

A Note on Spectral Risk Measures when Systemic Risk is Present 
 

Georgios C. Zachos 
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This paper is devoted to Systemic Risk (from now abbreviated SR) and its potential depiction 
in the risk spectrum of Spectral Risk Measures. At first, we propose a fundamental way to 
quantify the existence of SR. Second we argue with common practice which suggests that risk 
spectrum should solely portray the utility function of the investor-regulator and thus be 
constructed only according to it. In addition we present and justify two conditions that the risk 
spectrum should satisfy in regard of the existence of SR and to our knowledge such conditions 
have not been suggested by another academic or a practitioner. Moreover, we call the Spectral 
Risk Measures that have a risk spectrum that satisfy those conditions systemic risk aware and 
we discuss their practicality and applicability. 
Keywords: Spectral Risk Measures, Systemic Risk, Complete Measures, Adapted Measures, 
Coherent Measures. 
 
 



 

67 

 
 

Analysing Modern Fertility Trends in Greece 
 

Konstantinos N. Zafeiris1, Georgia Verropoulou2 and Cleon Tsimbos2 
1Laboratory of Physical Anthropology. Department of History and Ethnology. Democritus University of 

Thrace, Komotini, Greece. ORCID ID: 0000-0002-2587-6565 
2Department of Statistics and Insurance Science. University of Piraeus, Greece 

 
 
In the period 2000-2021, the TFR of the population fluctuated at very low levels, far below the 
level of replacement of generations. Between 2000 and 2009, the TFR showed a small 
increase, approaching a maximum of 1.5 children per woman. Thereafter, it followed a 
decreasing trend until the time of the coronavirus pandemic, remaining at its lowest low levels. 
This paper aims to analyse these trends by modelling the age-specific fertility schedule, 
applying two polynomial functions and estimating crucial changes in the fertility curve, i.e. the 
age inflexion points. These points signal changing attitudes in women's reproductive behaviour 
and are not dependent on pre-determined points of fertility curves; hence, they can dynamically 
and efficiently describe the prevailing trends as well as their changes over time. As the inflexion 
points change over time, so does the partial contribution of the segments of the human 
reproductive cycle delineated by them to the overall fertility. This paper proposes a new and 
innovative way of understanding reproductive behaviour and its adaptations over time.   
Keywords: Greece, Fertility modelling, Partial fertility, Inflexion points. 
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The first COVID-19 case appeared in Greece in February 2020. More than four years later, the 
problem of SARS-CoV-2 infections persists in the country. This paper aims to estimate the 
effects of the pandemic on the mortality and health of the population living in Greece by 
comparing the existing mortality regimes and applying a method originating from stochastic 
analysis for evaluating the health trends. Data comes from the EUROSTAT database in the 
form of population estimations by age and gender, along with the relevant number of deaths. 
Results indicate the pandemic's vast effects, utilising data from 2020-2022. These effects 
indicate the vast decrease in life expectancy at birth, the differential effects of the pandemic per 
age and year and finally, and quite expectedly, the high burden of the disease on population 
health.  
Keywords: Greece, Covid-19, Mortality, Health. 
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resulted in a gain of 0.02 years for men and 0.04 years for women. At the same time, a more 
pronounced decrease in mortality among children aged 1-4 years turned out to be almost null 
in terms of life expectancy dynamics. Thus, despite the fact that the share of direct losses is 
only one third, excess losses are formed by the death of persons in older age groups. The 
greatest contribution to super mortality in men was made by persons aged above the life 
expectancy of 2019, and in women, persons in the age group corresponding to their life 
expectancy. During pandemic of COVID-19, mortality increased both directly due to infection 
and due to indirect losses. Direct losses are formed mainly by death of elderly people while 
indirect losses should affect all age groups. The final age distribution of excess losses is of 
interest. In 2020, life expectancy in Russia was decreased by 2 years compared to 68.3 in men 
and 78.2 in women in 2019. Excess mortality increases with age starting at the age of 40. Girls 
at the time of puberty also show increase in mortality. The maximum increase in the number of 
deaths was recorded in the age groups 70-74 years for women and 80-84 years for men. The 
most negative contribution to the decrease in life expectancy were made by death of males in 
the 70-74 age group and by females of age group of 75-79 years. 
Conclusion. Despite the fact that the share of direct losses is only one third, excess losses are 
formed by the death of persons in older age groups. The greatest contribution to super mortality 
in men was made by persons aged above the life expectancy of 2019, and in women, persons 
in the age group corresponding to their life expectancy. 
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educational exhibition, donated by Stavros Niarchos Foundation, which aims to 
bring the visitor closer to the world of history fulfilling in this way the museum 
experience as well as the uptake of information. 
The power of a museum is to communicate with its guests. The whole of this 
effort is clearly aiming not only at gaining the maximum of knowledge one can 
drain from a place ground on its memories, but mainly on the essential and 
fecund interaction with the past. This objective becomes even more powerful to 
the extent that appeals to young people and students who are visiting the 
Venizelos residence while in contact with the Modern Greek history. 
The guests coming face to face with the past have the opportunity to create a 
strong link between collective and personal memory. A (historic) house is more 
than a memorial to update the lost past. It is a place where people lived their 
lives. 
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