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WHAT IS ARTIFICIAL INTELLIGENCE
AND
WHY DOES IT MATTER FOR COPYRIGHT

Summary

The main purpose of this article is to show that the understanding of nature and features of artificial intelligence (“AI”) is necessary to address legal issues posed by AI in the copyright area. Although AI is widely discussed in many legal fields, scholars do not appear to pay enough attention to the nature and types of AI, its state of art and differentiation of AI with similar concepts. However, understanding the nature of any phenomenon is a necessary task to develop the rules for its regulation. For example, AI’s legal personality is the topic widely discussed nowadays by scholars and legislators. Nevertheless, most writing focuses on the philosophy of law and leaves aside the current level of AI technologies and their features, which is the foundation of establishing AI’s legal personality.

Therefore, the first part of this paper explores the nature of AI, its types and current state of art. AI is seen in the comparison with similar concepts: robots, machine learning, deep learning and neural networks. Thereafter, the types of AI are explored. Although AI is a complex technology, the issues identified do not require deep analysis of technological sources. The sources of popular science explaining the difficult concept in an intelligable way are more useful for the purposes of the current research.

Following the analysis of AI’s concept in general, the second part of this paper covers AI’s legal status. The relevant EU legislation and case law are used as the main sources to explore the current legal status of AI. While the future possible status of AI is more hypothetical and complex, the legal doctrine of different countries is examined in this respect.

Basing on the findings of two previous parts, the third one demonstrates how the nature of AI and its legal status influences copyright. Specifically, allocation of authorship and ownership of potentially copyrightable works generated by AI is a challenging task. Although many subjects are involved in the AI projects, a real creator is always AI. Therefore, this paper argues that unless AI is provided with legal personality, no authorship of works generated by AI can be attributed. What are the consequences of this for copyright? The paper finds that the current copyright system needs to be revised in order to prepare for AI-driven era and so some guidelines are suggested.
Introduction

“Now humankind stands on the threshold of an era when ever more sophisticated robots, bots, androids and other manifestations of artificial intelligence ("AI") seem to be poised to unleash a new industrial revolution, which is likely to leave no stratum of society untouched, it is vitally important for the legislature to consider its legal and ethical implications and effects, without stifling innovation.”

The cited recital of the European Parliament Report with recommendations on Civil Law Rules on Robotics ("Recommendations on Civil Law Rules on Robotics") is a brief summary of two issues: 1) How artificial intelligence ("AI") changes and challenges society, and 2) How regulators try to respond to these challenges. While policymakers are still attempting to foresee the coming challenges for many areas of AI’s application and assess the potential consequences, intellectual property is one area where the impact is self-evident: AI generates a host of objects that would typically be protected under copyright law.

The areas to apply creative AI are countless. AI generates big dramatic colorful paintings exhibited in many museums, writes novel passing through the first stage of literary competition, composes music such as 90-seconds piano melody and musicals to debut in London. “It can write movies, angsty poems, and truly awful stand-up comedy.” AI is even able to generate pieces of software’s code.

In contrast with technologies development, the law has not kept up with technological progress. “Policy and law are always a step behind innovation and that is almost by design.” So far, copyright law does not provide any clear answer or even guidelines on the question of who should be deemed as an author and owner of works generated by AI. This situation is dangerous for the AI industry. Due to lack of legal certainty, companies and natural persons can be demotivated to invest monetary and creative efforts to the development of AI systems. This, in turn, could disrupt the progress in this area of AI’s application. To
avoid this, copyright law should develop alongside technologies. “AI is a game changer. The very essence of intellectual property has to be revaluated.”

The described issue is the result of uncertainty with AI’s legal status. Current copyright system rewards creators by granting them moral and exclusive proprietary rights in their works. Under the economic analysis of law, the main purpose of this reward is “to provide adequate incentives for the creation of a socially optimal output of intellectual products.” When it comes to AI, the situation is more difficult. Does the incentives to create new works apply to AI, given is its impossibility to enjoy the rights or incur obligations. In other words, providing AI with intellectual property rights should be analyzed with regard to its legal personality.

In turn, the legal status of AI should be defined on the basis of its possibilities and features. It is extremely important to understand the nature of any phenomenon in order to develop effective rules for its regulation. Therefore, the first part of this paper will primarily explore the nature of AI, its types and current state of art. Following the analysis of AI’s concept in general, the second part will cover the AI’s legal status. Finally, the third part will provide some conclusions on how the legal status of AI challenges the rules of copyright allocation.

1. What is Artificial Intelligence

AI is a current trend; everyone speaks about it. However, only a very small number of people understand what AI really entails. The term is actually used to combine many concepts such as neural networks, robots, machine learning, and deep learning. Although these concepts are similar and may overlap, they are not identical.

The difficulties with the perception of AI technologies does not, however, prevent a discussion of the challenges posed by AI. Yet without comprehension of AI, effectively responding to these challenges is impossible. Without understanding the nature of a threat, the fight against it is already lost.

Providing a comprehensive definition of AI is a difficult task. The European Parliament specified in its Recommendations on Civil Law Rules on Robotics: “There is a need to create a generally accepted definition of robot and AI that is flexible and is not hindering innovation.” This statement shows the challenges for those bravehearts who try to develop the definition of AI: general acceptance for a myriad of industries using AI, flexibility for extremely fast technological development and in the same time making this development possible.

The current paper does not intend to provide a universal definition of AI. This task should be resolved within the scope of a separate interdisciplinary research, taking into consideration social, economic, legal,
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ethical, technological and many other aspects. Understanding AI as a “technology performing some tasks that would otherwise require human intelligence” is sufficient for the purposes of this paper. More importantly for the purposes of this paper is a comparison of AI with similar concepts: neural networks, machine learning, deep learning, robots. And even more crucial is an understanding of the constitutive features of AI, its types, and state of art in the AI industry. As the statement of the European Parliament already distinguished AI and robots, it is deemed reasonable to start with them.

Robots are the most frequently confused and interchanged with AI as both robots and AI substitute some of the human functions and have some level of autonomy. However, AI and robots are not synonyms. The difference can be explained as follows: “AI is a reference to the software that manifests intelligence, whereas robots infer a physical element, a shell which carries out the decisions made by the AI engine behind it. Not every AI needs a robot to carry out its functions, and retrospectively, not every robot needs true AI to power its functionality.”

The term ‘robotics’ gets used under the AI banner, but not all the robots are ‘smart’. Requiring a robot to ‘think’ suggests that it has some level of artificial intelligence. Because of this, the first comparison coming into the mind when thinking about AI and robots are the human body and brain. However, it is not a precise analogy because the human body and brain cannot properly function separately from each other, while AI and robots can. AI can be a possible but not an inherent part of the robot. “Even when AI is used to control robots, the AI algorithms are only part of the larger robotic system, which also includes sensors, actuators, and non-AI programming.” On the other hand, AI does not need any physical appearance such as a robot to complete tasks that would otherwise require human intelligence. Moreover, most AI programs are not used to control robots. Instead of this, AI algorithms are implemented in the product we use every day: Google’s search and Google’s translate, Gmail spam filter and e-mails’ categorization, Amazon’s recommendations’ system.

Machine learning is another concept often being understood as equal to AI. However, this understanding is not correct. In 1959, Arthur Samuel defined machine learning as “the ability to learn without being explicitly programmed.” Machine learning is a current application of AI based on the idea that we should just give machines access to data and let them learn for themselves. At its foundation, machine learning is
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a subset and way of achieving true AI, but not the AI itself. All machine learning is AI, but not all AI is machine learning. While machine learning is often described as a sub-discipline of AI, it’s better to think of it as the current state-of-the-art – it’s the field of AI which today is showing the most promise at providing tools that industry and society can use to drive change.

**Deep learning** is a subset of machine learning. While machine learning is the advanced field of AI, the deep machine learning is the cutting-edge of the cutting-edge. “Of all the AI disciplines, deep learning is the most promising for one day creating a generalized AI.” What makes deep machine learning so sophisticated is the use of artificial neural networks and availability of big data.

**Artificial neural networks** are the algorithms used in deep learning. Typical machine learning needs to be told how to make an accurate prediction using the data it is fed. In contrast, deep learning is designed to function like a human brain, using neural networks algorithms to process information as a human would. Indeed, the algorithms are inspired by our understanding of the biology of our brains – all those interconnections between the neurons. “The development of neural networks has been a key to teaching computers to think and understand the world in the way we do while retaining the innate advantages they hold over us such as speed, accuracy, and lack of bias.”

To summarize the interrelation between AI, robots, machine learning, deep learning, and neural network, a graphic representation can be useful. The interrelation between AI and robot is represented as partly overlapping circles as on picture 1. For AI, machine learning and deep machine learning the correlation is presented as concentric circles as on picture 2. While neural networks are an inevitable part of deep learning, for the interests of simplicity in this research they are represented interchangeably.

---
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The analysis provided above demonstrates the complexity of AI’s definitions and differences between the concepts usually labelled as AI. These differences can have a crucial meaning for developing the rules to regulate the mentioned concepts. Therefore, the main purpose of this analysis is to select the specific object to be analyzed in this research and to describe its main features.

Consequently, this paper will deal with the most promising subset of AI – deep machine learning. While all the analyzed concepts have some level of autonomy, deep learning is the one that is the most independent from a human. More precisely, the level of human control of deep learning algorithms is minimal. “As long as learning algorithms are running, humans are not really controlling how they are combining and comparing data.”\textsuperscript{33} The other important feature of deep learning algorithms is the lack of transparency. The general principle of these algorithms can be described as “transforming inputs to outputs through a black box.”\textsuperscript{34} In other words, it is a fast, automatic and not intuitively explanatory self-learning mechanism.\textsuperscript{35} While AI constantly does self-learning, the possible output is difficult to predict and explain. The current paper will define the legal status of AI taking into consideration the specified features of deep machine learning – the minimal level of human control and lack of transparency.

Besides features of AI, it is important to mention that the only \textbf{form of AI} that humanity has achieved so far is the \textbf{narrow AI}.\textsuperscript{36} “In essence, narrow AI works within a limited context, and can’t take on tasks beyond its field. For example, the AI making a transcription of audio and video files cannot order a pizza unless it is reprogrammed. That’s the task of another AI.”\textsuperscript{37} In other words, narrow AI cannot adapt dynamically to novel situations outside the scope of its programming.\textsuperscript{38} Although using artificial neural networks algorithms and constantly doing self-learning, so far AI can do it only within the scope of its function programmed by the developer. “Even IBM’s Watson, perhaps the most impressive demonstration of machine intelligence to date, does not come close to anything that my reasonably compared to human-alike intelligence.”\textsuperscript{39}

In contrast, the human-alike or \textbf{general intelligence} is the other type of AI and at the same time the next step of its development. “General AI is the type of AI that can understand and reason its whole environment as a human would.”\textsuperscript{40} This type is not expected to be developed in the near-term future. “General human intelligence allows a person to react based on a situation, treat events with a logical and an emotional approach while machines can’t do the same, at least for the next few decades.”\textsuperscript{41} Following that, the
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emergence of superintelligence, “any intellect that greatly exceeds the cognitive performance of human in virtually all domains of interest,” is even more remote event in the human history.

Summarizing, the paper will define the current legal status of AI taking into consideration the level of AI technologies and focus on the narrow AI rather than a general one or superintelligence. This kind of AI is always limited to the scope of its programming and training.

2. Current Legal Status of Artificial Intelligence

Principally, AI is a creation of its developer’s mind. Namely, a programmer develops the AI’s algorithms. It is argued that the description of these algorithms is protected as software under existing copyright law. Software enjoys copyright protection as literary work under international treaties, the US and EU legislations. The EU legislation, the Computer Programs Directive 2009/24/EC of 23 April 2009, does not provide an explanatory definition of copyrightable software, but analysis of the CJEU case law in this regard shows that any expression of a computer program is protected if this expression enables a computer to perform a task or carry out a function. Certainly, the only currently existing type of AI, narrow AI, falls into this category of protected work. Although the outcome is difficult to predict due to constant AI’s self-learning, it does not prevent from establishing the task or function of AI. In other words, AI’s function is not equal to AI’s outcome. Software developer creates a specific framework for AI, which transforms inputs to the desired outputs. While learning, this ‘framework’ does not change. Therefore, narrow AI falls into the definition of a computer program under the EU law and thus shall enjoy copyright protection. This conclusion is also supported by the purposes of copyright law, which can be generally described as establishing the right balance between the society’s and authors’ interests. While the progress of AI industry is rather demanded and welcomed, AI’s developers should be economically and morally rewarded to be motivated for their creations.

Nevertheless, since the end of the last century, scholars pose the question if AI can be deemed as a legal subject. At the time, this argument was perceived as science fiction rather than a real concept. Nowadays, this future is here. The idea to provide AI with a legal personality is finding increasing support. It can be justified by AI’s autonomy and independence, and lack of control by humans. However, the most important reason of the popularity of this concept’s is the fast progress of AI technologies. AI is already able to recreate itself. For example, “Google's automated machine learning system recently crafted
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machine-learning codes more efficient than the codes that built its own system. The student has now become the teacher.”

Therefore, creation of general AI is just a matter of time, and probably not much time. Consequently, the European Parliament proposed to analyze and consider as a possible legal solution:

“creating a specific legal status for robots in the long run, so that at least the most sophisticated autonomous robots could be established as having the status of electronic persons responsible for making good any damage they may cause, and possibly applying electronic personality to cases where robots make autonomous decisions or otherwise interact with third parties independently.”

The proposal mentions the most sophisticated autonomous robots as those to be provided with legal personality. Following the distinctions provided in the first part of this paper, it can be assumed that the proposal deals with Artificially Intelligent Robots. Therefore, it covers a combination of two concepts: robot and AI. However, it is not clear whether this combination can be deemed as a legal subject. AI is a necessary part of robot’s autonomy and smartness, thus, it is undisputed that AI is an inevitable and crucial element of the proposed legal personality. “For the legal specification, as long as the robot is not an autonomous functioning system, the question of legal personality is not relevant.” On the other hand, the physical capsule of AI, robot, enables it to interact with the environment and to act independently. However, it is doubtful if this element is so crucial for AI’s legal personality. First, AI can have a difficult physical cover starting with humanoid-looking machines, ending with cars, houses, and any other material thing. Second, AI can act independently and create legal connections, without any physical cover. Therefore, it is questionable if the ‘robot’ element is necessary for this new legal category. The more important question is what kind of AI should be included within the scope of the proposal: narrow, general or both. Arguably, the narrow AI shall be excluded from the mentioned scope.

In a very general way, “to be a legal person is to be a subject of rights and duties.” The principal purpose of legal personality conferred on whomever or whatever, is to facilitate the regulation of human conduct by an organized society. Therefore, the crucial question is whether providing AI with legal personality is inevitable and the only way of regulating a society permeated by AI technologies. This question is to be answered for a great deal based on AI’s autonomy. “The freedom of decision is the ethical and legal background of the responsibility we have as natural beings. Individuals are sovereign in their decisions and

---
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therefore legally responsible for their actions.”56 Because of freedom in decision-making and its almost unlimited scope, the law establishes rights and obligations of legal subjects to regulate their behavior.

When it comes to AI, the level of AI’s autonomy will define its legal status. Although narrow AI can generate a lot of fascinating results due to a self-learning mechanism, this type of AI is always limited to the programmed scope. Narrow AI embeds the programmer's solution to the (perceived) narrow problem that they are designed to solve.57 “Typically, in order to change or expand functionality requires either additional programming or retraining (and testing) with a new dataset.”58 Whatever capabilities narrow AI has, they are pretty much frozen in time.59 Therefore, although narrow AI can have some autonomy, it is always limited to the scope of its function or purpose. Consequently, narrow AI is nearly always controlled by its developer (through programming) or user (through assisting in AI’s learning). With this limited scope of autonomy and decision-making, narrow AI itself or as a part of robot system cannot be considered as a legal person.

Whether the general AI, once created, can be potentially be granted legal personality is the issue for separate research. Yet this question is fundamental and needs to be resolved taking into consideration social, economic, ethical and legal grounds. The most important conclusion for the purposes of this paper is the that AI’s legal personality depends on the level of its autonomy. While the existing type of AI, narrow AI, is always limited to the scope of its programming and thus dependent from human, it cannot be deemed as a legal subject.

3. AI’s Legal Status and Copyright

While narrow AI – the only type that currently exists – does not have legal personality, it cannot be deemed as a copyright holder of works it generates. However, besides AI itself, there are many subjects involved in AI projects and that make them possible: AI’s developer, AI’s user, holder of AI’s dataset. Although all these subjects form part of AI’s system, none of them are independently or jointly deemed as independent creators of AI’s generated works.60 Due to AI’s autonomy and lack of transparency, the subjects involved do not fully control and predict the outcome of AI’s functioning. The only true creator is therefore the AI. Thus, until AI is provided with legal personality, there is no author of AI’s generated work. What are the consequences of this conclusion?
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60 While the focus of this paper is AI’s nature and legal status and their influence on copyright, it does not provide a detailed analysis of the roles of subjects involved into AI projects. However, since the end of the last century scholars analyze different approaches to allocate authorship and ownership of works generated by AI: AI’s developer, AI’s operator, joint authorship of AI’s developer and operator, AI itself, commissioner of works generated by AI, owner of dataset provided to AI and no one.
First, lack of authorship and the human creator does not necessarily lead to the lack of protection. While society has an interest in the creation and dissemination of works generated by AI, existing laws should be amended to provide protection for such works. The main argument to support ‘copyrightability’ of AI’s generated work is providing incentives for its creation. AI’s generated work is the result of inputs, efforts, and resources provided by AI’s developer, operator, data’s owner and most probably of entity commissioned the whole project. If the society can “free ride” on it’s creations and easily have access to work generated by AI without any payment, it disincentivises investment in developing creative AI. To avoid this, AI’s generated works should be protected. The European Parliament already admitted that existing copyright system should be adapted for AI’s generated works: “the elaboration of criteria for "own intellectual creation" for copyrightable works produced by computers or robots is demanded.”

Second, the rules of ownership allocation should be revised given the challenges posed by AI. Historically, the initial ownership of copyrightable works is vested to their authors. Indeed, providing authors with ownership is reasonable under copyright justifications such as personality, fairness, welfare, and culture. Creating works is important due to many reasons: society’s flourishing, labor reward, protection of a person’s natural rights, culture development. For securing these interests, the copyright system provides an effective instrument – exclusive rights (personality theory adds moral rights to this). Without creators and their intellectual efforts, development of new objects would not be possible. Therefore, creator is a central figure who shall be provided with exclusive rights and thus secure the mentioned interests. However, AI challenges this assumption.

It is argued that the existing strong bond between authorship and ownership has to be revaluated, in order to prepare copyright law for data-driven and AI era. Instead of trying to allocate authorship of works generated by AI, policymakers should focus on a system to economically reward of subjects who make possible AI-generate creative outcome. In case of AI’s application, the subject who enabled AI to function in a specific way is the one who enabled the work to be created. That subject had the intention to make AI generate copyrightable works and, most importantly, invested money and time to that aim. Thus, providing copyright ownership to this subject would maximize social benefit and cultural dissemination.

AI projects are highly complex and risky. To enable AI to generate an outcome at least three main elements are required: AI itself, data pool and training of AI with data. What is more important, however, is that the desired outcome of AI’s use cannot be accidental; it requires preliminary planning and preparation. Narrow AI is limited to the scope of its programming, it is not universal and cannot be applied for any outcome. To make AI generate the desired outcome, AI’s function has to be developed in a specific way, data pool has to
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62 See Recommendations on Civil Law Rules on Robotics, explanatory statement

be chosen carefully and AI’s training has to be directed to make AI generate expected results. Thus, generating works by AI require an intention to engender the specific result and gather all the necessary resources for that task. In other words, the subject who takes the initiative and the risk of investing is the one who makes the outcome of AI’s use possible.

The idea to provide investors with exclusive rights is not new. “The need to reward those who bring innovations to the market has always been part of the realities of the intellectual property system, even if not part of the sentimental ideology that pervades public thinking about intellectual property.” Copyright law also provides incentives for those who invested and/or commissioned the creation of works. Providing initial copyright to the person who ordered copyrightable work under the ‘work-made-for-hire’ doctrine is the best examples of it. Another example is the database ‘sui generis’ right. This right is granted in order to reward substantial investments to database production rather than its creation. The other example is the protection of neighboring rights provided to so-called “auxiliaries” (the performers, producers of phonograms and broadcasting organizations). Protection of these types of rights is explained by several reasons.

The first argument is to provide incentives to works’ dissemination. “Perhaps the best reason to allocate ownership interests to someone, however, is that someone must be motivated, if not to create the work, then to bring it into public circulation.” “Works of the mind are created in order to be disseminated among as many people as possible. This cannot be done generally by the author himself, it requires intermediaries whose professional capability gives to the works those forms of presentation that are appropriate to make them accessible to a wide public.” “Bringing a product to market often requires risk and financial investment, as marketing and product production can be costly. If there is no financial upside to bringing the product to market or to the public, then the product will likely never find its way to the world. This result is problematic from the perspective that society generally has an interest in works being made available to the public.”

The second reason is to enable the production of works. For example, the object of database ‘sui generis’ right is to ensure the protection of any investment in obtaining, verifying or presenting the contents of a database, in other words, its producing, because such investment may consist in the deployment of financial resources and/or the expending of time, effort, and energy. ‘Work-made-for-hire’ doctrine is the other illustration of rewarding investments into works’ production. Employers or commissioners plan a creation of new works, provide material resources and incentives to authors and invest in it by other means. Often
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works would not be created without providing to authors financial stability and rewards. The investments of employer or commissioner are even more important in long lasting and global projects, which require the involvement of efforts of different teams, financing the project from the beginning and taking relevant risks.

Eventually, providing financial incentives to subjects who take initiative and risks of investments in AI projects is arguably the ultimate goal of assigning copyright ownership to them. The policy solution should be reasonable not only in terms of doctrine but also in terms of realities it is supposed to regulate. AI projects are complex and consist of several elements: AI program, AI dataset and AI training. The quality of all these elements individually and in combination would define the success of the whole project. In turn, this quality depends on substantial material expenses, human, digital and other resources involved and ability to organize them all together to receive the expected result. Therefore, copyright law should provide incentives to those who succeed in this difficult task. Providing these subjects with exclusive rights would encourage the progress of AI industry. It would also develop culture through the dissemination of AI generated works and producing other forms of creativity. Overall, this would maximize the social benefit and enrich a cultural heritage.

**Conclusion**

AI, with or already without assistance of humans, is creating a new reality. Policymakers apply two approaches to adjust the law to a new phenomenon: they either employ existing concepts to it or develop new regulations. This paper demonstrates that revising current law is a preferable solution for AI invading into the area of creativity.

AI challenges the very essence of copyright law. Achievements of AI’s industry made possible creation of potentially copyrightable works without any real creator. While all the existing approaches try to imbed creative AI into existing copyright rules, the copyright system should be revised instead. The law should be as innovative as technologies it is supposed to regulate.
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