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Abstract—Our understanding of how a city works is changing as more and more activities and interactions of citizens with and within the city are being tracked. It is estimated that by 2020, 1.7MB of data will be created every second for each person [1]. These data are created by different actors, including businesses that collect information to fuel their services. There is a possibility for cities to enrich the understanding of their citizen dynamics and improve data-driven decision-making using these data. However, cities do not have the resources or skills (yet) to handle and analyze this new type of information. In this paper, we propose a methodology for cities to map and identify different sources of existing data, in order to give them a new meaning in the urban planning context. Also, we present our empirical experience with the methodology in solving issues at the city management level. Results show that cities can not only gather new insights by exploring existing datasets from businesses but also give them a new purpose to support and evaluate decision-making on the urban space and its development.

Index Terms—smart city, data-driven policy making, data reusability, data-analytics

I. INTRODUCTION

The study of human behavior in a city, and especially the analysis of patterns of how citizens coexist with their surroundings and social context has gained more and more interest in the past years, both from (social) science as from city administration perspective.

Traditional quantitative methods to evaluate these activities such as surveys, questionnaires, and censuses have served well to research human interactions. These methods have some limitations, especially with the size of the sample, missing data issues [2], and these methods only allow to collect information at a certain point in time with several weeks or months of lag [3]. These limitations cause difficulties to study complex human behavior since they can be susceptible to biases, like recall bias that might affect the accuracy of the outcomes [4].

Contrary to these methods, cities have adopted the use of new technologies to collect information to support their decision-making. In what nowadays is called the smart city, different devices, such as sensors, surveillance cameras, automatic street lighting and many other embedded electronics (often under the umbrella term of Internet of Things) are being implemented to monitor and track the activity of the activities happening in the physical and digital space [5]. According to Gartner, it is expected that for 2020, there will be 20.4 billion connected devices [6].

These connected devices produce an enormous set of (often real-time) data. They are essential to enable big data analytics to extract insights and detect trends of behavior over time [7]. For public organizations, these analytics can increase transparency in the operations, and improve processes by adding more knowledge and to make more informed decisions and optimize resources [8].

However, despite its promise, it has been reported that currently less than 50% of this so-called structured data (relational databases, tables in text files, spreadsheets) is being used in decision-making processes and less than 1% of the unstructured data (e.g. text, video including surveillance, audio, mobile signals or social media posts) is being used at all [9].

There is, however, an alternative between using traditional quantitative methods and investing in gathering data from a plethora of devices. In this paper, we review the question: how can cities make use of available data from businesses for decision-making and research? We propose a general methodology to explore the use of commercial and structured data for smart cities applications, decision-making in cities and social science research in urban studies. To do so, we will review a use case for the use of data from a company to assess the impact of an event for the city Ghent, Belgium in 2018.

The next sections of this paper will explore the early work done by other works, followed by describing the proposed methodology and the empirical results of the implementation. Lastly, it will conclude with some implications and lessons learned, and the challenges for future implementations.

A. Early commercial data use for city management

We define commercial data as the data that is already being collected by different businesses to fuel their services and applications. For example, mobile operators collect data on calls, text messages and the timestamp of these events whereas credit cards companies collect data on purchases, consumers, shops and other information crucial to run their business.

Taking advantage of different sources of available commercial data for social research has been a practice widely
used in different works and fields, for example in economics [3], [10] and [11] used data from Google Searches to predict and study economic issues like unemployment, automobile demand, inflation and vacation destinations. Cities also use data from companies like Twitter also offer their data to analyze phenomena in areas such as law enforcement, tourism, and politics [12].

The tremendous increase in mobile cellphone use in the last decade, for example, enables the visualization of mobility patterns and plan better transportation strategies. It is also proven possible to analyze data from mobile providers to detect human activity places and mobility patterns [13] and [14].

In the deployment of IoT and (city-based) services we do see that companies are the primary driver towards smart cities and its technological foundations. One of the most well known and controversial cases is Google Sidewalk Labs, where they use the intelligence gathered by Google and other sensors to generate insights on a large-scale urban experiment in the Waterfront district in Toronto, Canada [15].

There is an increasing multitude of companies, small and big, that are entering this area by providing an enriched datastream. For example data from MasterCard has been used to study the demand management of public transportation in Chicago, and identify how commuters behave and make choices [16]. A similar scenario happened in Cincinnati with data from Uber to improve road safety [17] and traffic congestion in Washington DC [18]. Strava, a mobile application for cyclists and runners to track their routes, helped over 100 transportation planning departments around the world who are using their platform for urban planning [19].

These cases illustrate that there is already a lot of useful data available, but that they need to be looked at and analyzed from a different perspective.

Using available data from businesses certainly has benefits over other sources of data. Since many organizations quantify the interactions of their businesses with their consumers, there are many possibilities for analysis at a minimal cost. Wang, Calabrese, Lorenzo & Ratti [20] noted that as these data are already being produced for their core business, it is relatively cheap for re-use. Also, when done with proper privacy compliance, these uses do not affect either the normal business nor the consumer. These type of (commercial) data in general, can fill gaps where traditional methods cannot reach, and the amount of data available produced by different actors already makes almost every aspect of human life quantifiable [21].

II. METHODOLOGY

In this paper, we propose a methodology for city administrators to take advantage of structured data from businesses to look for opportunities and fuel their research and decision-making strategies. The steps of the methodology are summarised in Figure 1.

Our methodology assumes that data is structured, this means that the database is stored in a rigid place and it is divided by fixed fields and columns and it can be queried for its provenance and meaning. While these requirements can be seen as limits, we believe that these are necessary to safeguard the quality of the data and its output. However, a preliminary process of data cleaning always needs to be executed.

We also require support from the vendor or provider of data. This means that documents like data dictionaries, database architectures and glossaries are available. Ideally, there is an effective communication channel with the data provider, so the researchers can validate their assumptions (take into account that these data are given a new meaning) and communicate timely the business rules that apply to the data.

Another aspect not covered in this methodology is the way city administrators and companies get to collaborate together, or how they reach that agreement. Those administrative issues or how they reach that agreement. Those administrative issues are beyond the scope of this paper, here it is assumed that the city administrators have access to data from such companies.

Lastly, we assume that the data provided has been vetted to be compliant with the GDPR in case it contains personal data1.

1In the light of the GDPR legislation, there are already guidelines for data sharing between businesses and governments (B2G). As they note: business-to-government data collaboration agreements should seek to be mutually beneficial while acknowledging the public interest goal by giving the public sector body preferential treatment over other customers [22].

Fig. 1. Four steps of the methodology re-use data.

A. Asking questions.

Questions occupy a central and evolving role in any decision-making process. In this and other methodologies for quantitative and qualitative research, questions serve as a form to give direction and focus to a study [23]. At the same time, it sets boundaries to the type of data that needs to be collected [24].

The question identified should entail a clear problem of interest to a certain audience [25]. They should be derived from a plausible framework and therefore discussions with experts and detailed research required. In addition, it is important that the defined questions or not to open and thus answerable. If not, it will not be possible to provide the proper directions on what to look for in the data, selecting the proper data and choose the appropriate analysis methods.
Leek & Peng [26] argue that the most common reason why most data analyses fail is because of questions poorly defined or mistakenly chosen. Therefore it is necessary to identify specific (research) questions, which can be refined into concrete sub-questions. This will further aid in evaluating whether the identified goals and requirements can be met. Starting with the most general questions and goals, the goal is to narrow down how they can be measured. One big idea or goal can be composed of several sub-questions, that will shape the future interpretation of the data analysis.

B. Receiving and exploring data

In this step, it is necessary to collect data. Companies usually provide an API (Application Programming Interface) as a communication protocol for the structured data to go from the company to third parties. Other possibilities are database snapshots or text files with a subsection of the data. The most cost-effective transfer of data for businesses is to give it as snapshots or text files with a subsection of the data. The most

But regardless of the format that the company agrees to share the data, this should be flexible enough to allow addressing many different questions and test multiple hypotheses. It is not useful, for example, if the dataset only allows answering one specific question, and not have the opportunity to dig deeper into the preliminary results.

Exploring the data received allows to think about what meaning can be gained out, what questions could be answered and to assess them, also what modifications in the data are necessary to do so. This can be done by exploring the different entities\(^2\) in the database.

Entities can reveal information about how each business decides to describe an object or concept in their database. For example, the entity of person can be described in Twitter as someone that has a user handle, a number of followers and following, has a location, a list of tweets, etc. This is a representation of a person in real life, and it can be different from a database from a bank, for example. There is an opportunity to study their behavior and interactions within the city for both, just from a different perspective.

When analyzing the data, one should be clear about the rules and business-specific concepts that the data represents, so the research outputs show the correct results based on the data collected and the assumptions made. This is where data dictionaries, glossaries and a clear communication channel with the data provider come useful.

If these business rules are clear and the entities of interest have been identified, the second step that is required is to check how clean and well structured the data is. In many cases, the data provider has to notify how the data should be prepared for its first-time use. Also, in this part, a validation if an entity of interest is correctly represented in the database needs to be performed. This will depend heavily on the data provider core business.

C. Redefine questions and repeat

It should be noted that all previous steps can be seen as a feasibility check; will the data be able to deliver an acceptable answer? Next steps consist of further defining the questions so that these can be operationalized in such a way that they can be transformed into specific data-analysis processes.

The questions themselves function as a back and forth object between different parties with different background knowledge. The defined questions are designed as a boundary object [28]. A boundary object is an object that is flexible enough to be understood and worked on by all actors despite their different backgrounds. Secondly, it also allows more autonomous actors to further drill down specific parts that relate to the commonly defined goals. This process can be difficult, especially from the computational social science perspective. Some policy or social science concepts are too complex and broad to define in concrete terms, especially with re-used data.

This is why we propose an iterative process in order to reach an agreement about initial questions that may not be directly observable from the data. Inspired by the concepts of user stories and use cases in software development frameworks like Scrum and Extreme Programming, the objective is to help define the requirements for the data analysis. The intention is to describe the functionality in natural language, so users, decision-makers, data analysts and other stakeholders involved can agree on what is expected and how to achieve it correctly, these frameworks are created to embrace change in the development process [29].

We further define our boundary object as follows. The question format is composed of five columns (this length can change depending on the project and specific needs). It starts with defining the questions. The idea is to disassemble them to achieve more specificity as discussed in the first step. A question is answered by a set of tasks that all groups involved will help to create and agree on. The structure is presented as follows:

1) The first column is for the questions/goals. These can be general or specific. They represent the main questions that have to be derived from the analysis.
2) For each task derived from a question, they should have an identifier, so these can be traced and discussed throughout the document.
3) The name of the task so that it can be used and referred to in the discussions.
4) A basic description of the task at hand, this works as a guideline for data analysts and other groups to agree on what the analysis should contain and how should be represented.
5) A notes field for annotations, to keep track of the discussions, data-processing, important rules and variables.

For the refinement of the questions, it is important that the different groups involved discuss topics like general expecta-

\(^2\)Entity is a concept from database design that describes a representation of a concept or object of the real world in the database, and their information about it that is relevant for the system [27]. For example, for credit card data, some entities can be client, card or transaction.
tions, data quality, database architecture, and business rules. Moreover, each subtask should follow the principles of the user story definition: Independent, Negotiable, Valuable, Estimable, Small and Testable (INVEST) as proposed by Wake [30].

D. Data analysis and visualization

After an agreement has been reached, the data analysis can be executed accordingly. The outputs from the data analysis will be used to check the status of the questions listed. New questions and discussions can also arise, the boundary object is a dynamic table, meaning that permanently changes can be made. By using the object in the same fashion these iterations and updates can be documented. This way, every party involved can keep track of the process.

III. USE CASE IMPLEMENTATION

The above methodology was used in an empirical experiment in which wanted to assess to what extent existing data could be used to assess the impact of a city event. The goal was to describe the impact of an event in a city, before, during and after it to see if there was a sustainable effect in their

A. Asking questions

After defining the context, we decided to create our analysis in terms of seven sub-questions and goals.

1) Is there an increase in consumers during the event?
2) Did the event attract new consumers?
3) What shops benefited from the event?
4) What areas or zones in the city were mostly visited during the event?
5) What are the profiles of the consumers?
6) Was the number of spending higher/lower?
7) Is there a sustainable effect?

It can be seen that these questions can still be more specific, and their type is mostly descriptive, to explore the interactions around the event and its implications on the data at hand.

B. Receiving and exploring data

For the data, we used existing data being collected by a loyalty program provider (e.g. Joyn) They provide a customer loyalty program for shops and consumers, and a loyalty card that is used when consumers make transactions in shops all over Belgium.

Joyn acted as our data-provider, sharing their data dictionary and a document detailing the database architecture, with all the business rules and guidelines to perform queries on their database. The company also agreed to share a snapshot of their database, personal information like email, name, home address, and telephone was taken out of the tables to guarantee the privacy of its customers.

Before any analysis, it was necessary to study the database architecture, so we could identify different entities important for the company such as shops, merchants, transactions, consumers and rewards, among others.

By looking at the entities, there was potential to study in terms of spending, what was the impact for Ghent looking from the perspective of active consumers, number of transactions and amount in euros of each transaction, active city zones and shop types. However, we found out some insights that we partially suspected, for example, the information about the consumers such as age, gender, and city of origin was either too dirty, empty, or contained seemingly fake records. Also, by looking at the business rules and in interaction with the data-provider, we realized that not every transaction was possible to infer the amount in euros spent on the purchase.

Despite this, we could find several advantages of using this data: there was plenty of records for several years, also even though the biggest retailers were not in the app, and not every person in Belgium used Joyn, there was a large number of consumers and different types of retailers.

C. Redefine questions and repeat

After deciding that there were interesting opportunities at the data, we transformed the questions into specific tasks. For this, there was a back-and-forth process that took considerable time to identify the proper questions and analysis. In total, for the analysis of the impact of the event, there were 20 specific tasks derived from the initial questions defined in step 1.

As an example, the fifth question defined in the first step (what are the profiles of the consumers?) was subdivided into five tasks that the data in hand can correctly answer. The structure defined ended as follows:

- Consumers’ locality status: define if the consumer is a citizen of Ghent not.
- Number of transactions week: for local citizens and for visitors, the number of transactions done by each group per week.
- Euros spent per week: where possible, compare the amount in Euros by visitors and local citizens per week.
- The variety of shops consumers visit: compare the total number of transactions visitors and local citizens per category of the shop.
- Areas of consumption: identify which places the visitors and the local citizens visit during the Christmas period.

D. Data analysis and visualization

After the data analysis, we could address our basic question of how this Christmas period impacted the city of Ghent and more concretely the impact of visitors and shopping. Not only could we gain knowledge of the number of visitors, but also in terms of the purchases done, the type of shops as well as the places visited in the city. Due to the fact we had access to an existing dataset, we could not only look into the Christmas period itself but see how it deviated with the periods before and after and by so specifically looking at how it impacted the city. Figure 2 shows one of the maps used to visualize consumption areas by visitors in Ghent.
These insights are helpful for the city of Ghent so they can identify the effect of such period and supporting events in terms of the type of visitors, which areas are most visited and when which stores benefit the most, etc. By so they can adjust their strategies for the future. One of the follow-up changes that was derived from this analysis was to compare Ghent with other cities in Belgium and by so put the results more in perspective and make them more valid. For example, to what extent were the outcomes limited to the city of Ghent or a nation-wide trend.

Fig. 2. Heat map of the consumption areas by visitors in the city of Ghent, for the Christmas holiday of 2018.

IV. Conclusions

In this paper, we presented a methodology for cities on how to take advantage of the increasing amount of data that is being collected today and to use it for assessing e.g. policy decisions or strategies, without setting up a new data collection process. The use of a boundary object appeared to be crucial in this.

However, there are some challenges in doing so. While there are many benefits in the (re-)use of existing data, and specifically data analytics, it is not always an easily transferable good. Not only in terms of accessing this data but also in terms of the proper interpretability in available data as the method tries to use data in such a way it was not directly intended to. A good understanding and knowledge of the exact meaning of the user data are crucial.

For this reason, data exploration is the most time-consuming step of the methodology. Time needs to be invested to explore and get familiar with new data architecture and on top, giving new meaning to its original purpose. This will also require a good interaction with all parties to have a clear understanding of the data so that the correct assumptions can be made.

The boundary object also needs to bridge different worlds and be able to align the different parties involved. As, especially when applied in a city administration context, people with different expertise and skills will need to have a common understanding of the data and its meaning as well as the questions to be addressed. This requires an iterative process and interactive dialogue between all partners.

As we start from the assumption of the potential use of existing data one needs to accept that it will not be able to address or answer all questions identified. Data will have its limitations and trade-offs will have to be made. For example, not every set of data is able to yield results that are applicable to the general population, or they might be too biased to interpret correctly.

As they approach re-use data, compliance data privacy legislation (in this case the GDPR) is needed. Especially the GDPR principle of purpose compatibility between old and new use is something that needs full attention and requires specific skills to investigate.

For future work, it is needed to further elaborate on the methodology and test its adaptability to different scenarios and solving a wider range of problems. Points of attention here are 1. ways of structuring the data and assessing the through the meaning of data, 2. further built upon a common understanding on the specific desired type of data-outcomes and 3. create an assessment from a legal standpoint, to assess the compliance with current (privacy) rules and regulations.
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